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PARTICIPATION AT THE SUPERCOMPUTING 
CONFERENCE SC17 IN DENVER, USA

The Supercomputing Conference (SC) is traditionally held every November. SC is undoubtedly 
the greatest global meeting of researchers and companies operating in the field of High 
Performance Computing (HPC). This already 29th Supercomputing Conference took place at 
the Colorado Convention Center, Denver, Colorado, USA and had almost 13,000 attendees. 

During the six days of the conference, the latest advances 
in High Performance Computing, artificial intelligence, and 
machine learning were presented and discussed.  An excep-
tionally exciting and collaborative atmosphere so characteri-
stic of groups of people involved in excellent science using 
excellent machines prevailed throughout the event. The SC 
Conference offers a unique opportunity to establish new in-
ternational contacts, which can open doors for very interes-
ting collaborative research projects. 

This SC17 is already the fifth year we have participated as 
exhibitors. We presented the IT4Innovations infrastructure 

and related research of our colleagues in our booth. Visitors 
were regularly introduced by our colleagues to the BEM4I 
and ESPRESO libraries, HyperLoom software, and HPC as 
a Service tool for integrating high performance computing 
into client applications in order to facilitate user access to 
massively parallel computers. 

In the poster section of the conference, we were represen-
ted by our colleagues from the Parallel Algorithms Research 
Laboratory and Advanced Data Analysis and Simulations La-
boratory. Michal Merta and Jan Zapletal, the BEM4I library 
developers, presented their results from using the boundary 

Our colleagues at the SC17 booth
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element method optimization for modern supercomputing 
architectures. Vojtěch Cima presented the HyperLoom soft-
ware for definition and running of complex computing plans 
containing a large number of interconnected problems, which 
need to be solved using supercomputers. 

Out of the total number of 169 submitted contributions, 98 
were accepted for presentation in the poster section. The 
Technical Programme Committee were so impressed by the 
poster contributions of our colleagues that they nominated 
them among the first nine candidates for the Best Poster 
Award. Even though the nomination was not eventually turned 
into the prize, the nomination of the two contributions among 
the nine best posters in the global competition itself is a great 
success for us. The Best Poster Award was given to the con-
tribution of the University of Tokyo and RIKEN, Japan‘s largest 
research institution, titled “AI with Super-Computed Data for 
Monte Carlo Earthquake Hazard Classification “.

Moreover, an updated TOP500 list of the world‘s most power-
ful supercomputers was announced at the conference. After 
two and a half years of operation, Salomon ranking 87th still 
maintains its position in the TOP100. 

Vojtěch Cima at the SC17 research poster session

Jan Zapletal at the SC17 research poster session
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The top 2 positions are occupied by Chinese supercompu-
ters. For one and a half years, the number one position has 
been maintained by the Sunway TaihuLight supercomputer 
installed at the National Supercomputing Center in Wuxi, the 
performance of which is 62 times higher than that of Salo-
mon. Having been in operation for four and a half years, the 
Tianhe-2 supercomputer installed at the National Supercom-
puter Center in Guangzho maintains its number two positi-
on. Piz Daint installed at the Swiss National Supercomputing 
Centre (CSCS) in Lugano, Switzerland, which was upgraded 
half year ago, maintains the number three position. In the No-
vember TOP500 list, the new number four system is Gyou-
kou installed at Japan’s Agency for Marine-Earth Science and 
Technology. With new accelerators having been installed this 
year, its performance has increased by 11 times. 

The world‘s fifth most powerful supercomputer is Titan 
installed at the U.S. Oak Ridge National Laboratory, which 
was ranked first in 2012. It is worthwhile to mention that our 
colleagues from the Parallel Algorithms Research Laboratory 
were also given an opportunity to use the U.S. No.1 
supercomputer for their computations. They used Titan for 
testing and optimization of the massively parallel ESPRESO 
library, which is also designated for simulations of heat 

transfer problems and their optimization. The open-source 
library was also presented to potential users by its developers 
at the SC17 conference.  

In this November‘s TOP500 list, both European countries 
and the USA have each 38 systems ranking in the TOP100. 
Asia and Australia have 23 and 1, respectively. The European 
countries with the highest number of supercomputers ran-
king in the TOP100 include France, Germany, and the UK, 
each having nine machines. Europe‘s top 5 most powerful 
supercomputers are operated in Switzerland, Italy, the UK, 
Spain, and Germany. Our Polish neighbours operate the Pro-
metheus supercomputer installed at the Academic Compu-
ting Centre Cyfronet AGH, which ranks 77th in the TOP500 
list. The Czech Salomon is currently ranked Europe‘s 31st 
most powerful supercomputer.  

In conclusion, named after the pioneer of high performance 
and parallel computing, the most prestigious Gordon Bell Pri-
ze recognizing outstanding achievement in High Performance 
Computing was awarded at the SC conference. The Prize 
was awarded to the team from the National Supercomputing 
Center in Wuxi, China, for simulation of the most devastating 
earthquake affecting China in 1976.

Presentation of the ESPRESO library at the SC17 booth
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This year, Ondřej Vysocký, Jakub Kružík, 
Martin Golasowski, and Vít Ptošek 
participated in three summer training 
programmes focused on supercomputing. 
Taking place in the United States of 
America and Italy, they have all been 
funded by the organizing institutions

International HPC Summer School on Challenges in Com-
putational Sciences (IHPCSS), Argonne Training Program 
on Extreme-Scale Computing (ATPESC), and Internatio-
nal Summer School on Advanced Computer Architecture 
and Compilation for High-Performance and Embedded 
Systems (ACACES).

All students interested in High Performance Computing 
(HPC) have an opportunity to apply for these summer 

THE STUDENTS OF COMPUTATIONAL SCIENCES 
DO NOT LET THE GRASS GROW UNDER THEIR 
FEET, AND DISCOVER THE WORLD THANKS  
TO THE PRESTIGIOUS SUMMER SCHOOLS

Martin Golasowski and Vít Ptošek (ACACES 2017)

Ondřej Vysocký (IHPCSS 2017)
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tensive training in the field of HPC. The summer school is 
funded by the U. S. Department of Energy, which covers the 
participants‘ costs (i.e. accommodation, course fees, etc.). 
Students interested in ATPESC 2018 can submit their appli-
cation from December 2017. http://extremecomputingtrai-
ning.anl.gov/ 

Martin Golasowski and Vít Ptošek participated in the week-
-long International Summer School on Advanced Compu-
ter Architecture and Compilation for High-Performance and 
Embedded Systems (ACACES) organized by the European 
HiPEAC network. This year, it took place in Fiuggi, Italy. ACA-
CES is designed for computer architects and software de-
velopers. It is focused on disseminating advanced scientific 
knowledge and on facilitating international contacts being 
made between academic institutions and industry. While sub-
mitting their application, participants from HiPEAC member 
institutions can use the opportunity to apply for a grant. The 
submission of applications is scheduled for the beginning of 
March. http://acaces.hipeac.net

schools. However, only the best students to be selected by 
the organizing institution are allowed to participate.

Ondřej Vysocký participated in the week-long International 
HPC Summer School on Challenges in Computational 
Sciences (IHPCSS) in Boulder, Colorado, USA, in June 2017. 
The goal of IHPCSS is to make Computational Sciences 
students familiar with the use of supercomputers in science 
worldwide. The costs of the students are covered by the 
following institutions organizing the training programme: the 
US-based XSEDE, the pan-European PRACE e-infrastructure, 
Canadian COMPUTE CANADA, and Japanese RIKEN. In 
2018, IT4Innovations is to organize IHPCSS taking place in 
Prague. The submission of applications was scheduled to 
start in December. http://www.ihpcss.org/ 

Jakub Kružík participated in the two week-long Argonne Tra-
ining Programme on Extreme-Scale Computing (ATPESC) in 
August 2017. This year, ATPESC took place in St. Charles 
near Chicago, Illinois, USA. The participants go through in-

Jakub Kružík (ATPESC 2017)
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The participants of the prestigious summer schools have 
answered the following questions:

What were your initial expectations? What was the purpose 
of your summer school participation?
Ondřej Vysocký (IHPCSS 2017): My goal was, of course, 
to attend several interesting lectures. However, the fact that 
there would be about 80 participating students of a similar 
age as me from Europe, the USA, Canada, and Japan turned 
out to be even more attractive as it was a great opportunity 
to establish many interesting contacts. At the same time, the 
trans-Atlantic journey was a new, attractive experience for me 
as well.

Jakub Kružík (ATPESC 2017): My goal was to not only ex-
tend my existing knowledge but also acquire new knowledge 
necessary for efficient use of today‘s, as well as future state-
-of-the-art supercomputers. 

What was the programme of this year‘s summer schools 
and what were the most interesting things you learned?
Ondřej Vysocký (IHPCSS 2017): The event consisted of 
many lectures focused on the fundamentals of parallel pro-
gramming as well as on software development. Due to two 
parallel sections, there was sufficient information available for 
students who are not primarily focused on programming, yet 
at the same time, it was possible to choose more advanced 
topics as well.  
The first days would not do without the typical poster sec-
tions, where all students, one after another, presented their 
research (divided in alphabetical order into 4 groups so that it 
was possible to see the posters of others as well). The com-
position of the participants based in many different scientific 
domains made this section very interesting. 
A significant amount of time was dedicated to mentoring, 
with the organizers sharing their experience in order to help 
students get a much clearer idea about working in the HPC 
field and in doctoral studies in general. I personally consi-
der this part beneficial primarily for master students thinking 
about their future career in research.
 
Jakub Kružík (ATPESC 2017): The most interesting topics 
for me included numerical algorithms and software, hardware 
architectures, and programming models and languages.  
Apart from the lectures, we also had a chance to test our 
newly acquired knowledge during the practical sessions. In 
addition, we had access to the largest supercomputers (e.g. 
Titan, Cori, Mira, Theta) located in the supercomputing cent-
res under the U. S. Department of Energy Office of Science. 
The programme is unique with its wide scope and selection of 
lecturers, who are world-class leaders in the field of HPC. The 
lecturers in the numerical algorithms section included, among 
others, J. Demmel, B. Smith, J. Dongarra, and D. Keyes. The 

lectures were often led by the main authors of the given soft-
ware or model. Thus, for example, the lectures on advanced 
functions of MPI were led P. Balaji, B. Gropp, and R. Thakur – 
all are among the members of the MPI Forum, which creates 
the MPI standard.

Vít Ptošek (ACACES 2017): It consisted of a set of pre-
selected courses according to the preferences. Each parti-
cipant could choose 4 out of 12 courses, which were then 
divided into three to four blocks for each day. The primary 
focus was on HPC and clouds, but one could choose quan-
tum computing as well (which I did).

What have you gained from participating in the summer 
school?
Ondřej Vysocký (IHPCSS 2017): I would say that participa-
ting in this programme I have gained exactly what I expected 
to gain from it, and getting a lot of new contacts, in particu-
lar, is invaluable. Unfortunately, I have not managed to use 
the newly acquired technical knowledge yet, which will surely 
change in the future.  IHPCSS was perfectly organized with a 
portfolio of high-quality lectures and interesting people. 

Jakub Kružík (ATPESC 2017): I have gained information 
about where the current trend of supercomputers and the 
way their efficient utilization are heading.  I have also learned 
about new methods and programming models. Additionally, 
I have established many new contacts with both the lectu-
rers and participants. The course is great quality and what is 
more, it is free of charge. I certainly recommend it.

Vít Ptošek (ACACES 2017): Apart from a lot of information 
from the highly-qualified lecturers, I have gained plenty of new 
contacts established through networking. I have acquired en-
tirely new knowledge and deepened the existing one. Moreo-
ver, I was offered a grant fully covering all but the travel costs. 

Would you recommend participation in this summer school 
to other students?
Ondřej Vysocký (IHPCSS 2017): IHPCSS containing plenty 
of top lectures and interesting people was perfectly organized. 
If somebody decided to participate next year, they would save 
a lot of money on travelling, as the following summer school 
co-organized by IT4Innovations will take place in Prague.

Jakub Kružík (ATPESC 2017): The course is high quality and 
what is more, it is for free. I would surely recommend it.

Vít Ptošek (ACACES 2017): In any event, ACACES is a high-
-quality summer school focused primarily on high performan-
ce computing, and it appeals to both HW and SW solution 
advocates. It all takes place in a pleasant environment, and I 
am sure that this school is beneficial for students, professio-
nals, and lecturers. In my opinion, it was all very well organized.
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Highly parallel finite element package 
for engineering applications

ESPRESO FEM 
HEAT TRANSFER MODULE

The latest technological advances in computing have brought 
a significant change in the concept of new product design, 
production control, and autonomous systems. In the last few 
years, we have been witnessing considerable transition to 
virtual prototyping and gradual pressure on integrating large 
parts of the industrial sector into the fourth industrial revoluti-
on (Industry 4.0). 
The main objective of the ESPRESO library development team 
is to create a complete open-source package applicable to a 
wide range of complex engineering simulations in areas such 
as mechanical engineering, civil engineering, and the energy 
industry. The free licence for the developed package allows 
automatized simulation toolchains such as systems for shape 
optimization to be created above the ESPRESO library. The 
added value of this package is a highly scalable solver based 
on the methods of domain decomposition, which allows the 
computational capacity of state-of-the-art supercomputers to 
be fully utilized, and thus solve problems with billions of unk-
nowns. In addition, the advantage of this package is also its 
simple interface for configuration of the implemented solvers.  
Development of a heat transfer module for engineering appli-
cations, within IT4Innovations projects, has just been finished 
by the development team. The researchers use this tool for 
implementing contract research projects, and its further de-
velopment is supported through participation in several Eu-
ropean projects. The ESPRESO FEM Heat Transfer Module 
has been used, for example, in response surface evaluation 
with several design variables in thermal sensors, in coopera-
tion with Continental.
Prospective future connection to both cloud centres within 
the H2020 CloudiFacturing project and HPC as a Service de-
veloped by our colleagues will facilitate the use of modern 
technologies by external partners primarily from small and 
medium enterprises in the context of virtual prototyping.
In the upcoming year, the ESPRESO FEM development team 
will be involved in developing a module for topological optimi-
zation and integration of non-linear domain decompositions 
for accelerating non-linear computations.

Cooperation with the Continental Company in designing  
the thermal sensor

Transient simulation of the disc brake

Latent heat distribution under the solidification  
of the aluminium
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Its first project includes contracted research and consultancy 
services to Bayncore as part of the Intel AI EMEA Roadshow. 
More specifically, it includes the creation of Machine Learning 
related content, and co-conducting training sessions 
throughout the EMEA region (Europe, Middle East and Africa) 
in strong collaboration with Bayncore and Intel. Some of the 
topics covered are code modernization using Intel Software 
Development Tools, Intel optimized Deep Neural Networks 
and Machine Learning with Tensorflow, Caffe and scikit-learn, 
and the Intel Python Distribution.
IT4Innovations’ Advanced Data Analysis and Simulations 
Laboratory members Jan Martinovič, Georg Zitzlsberger, 
Vojtěch Cima and Martin Golasowski are involved in this initial 
partnership with Bayncore.
The first contributions have already been made to events in 
Oxford, Madrid and Paris in early November. Other events 
took place in Johannesburg/Pretoria and Tel Aviv in December. 
More events are scheduled for the beginning of 2018.

About Bayncore:
Bayncore Limited is a Consulting and IT services firm speci-
alised in providing a platform of high tech solutions for HPC, 
Technical Computing and Big Data. Bayncore is based in 
London and Cambridge in the United Kingdom, and is cove-
ring the EMEA territories.

Bayncore’s offers, mostly tailor-made for each client, are 
structured around 4 lines of services:

•	 A Platform of High Tech IT Services & Consulting
•	 Training
•	 Benchmarking
•	 Research & Development

Bayncore is a Partner of:

•	 Intel
•	 Microsoft
•	 Polyhedron Software
•	 Computer Laboratory – University of Cambridge (UK)

On the 1st of November 2017 IT4Innovations initiated a partnership  
with Bayncore (United Kingdom).

PARTNERSHIP WITH BAYNCORE

Bayncore website:
www.bayncore.com
Intel AI EMEA Roadshow: 
www.intel.co.uk/content/www/uk/en/events/ai-emea-roadshow
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