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Ideal model

- **Strong enough**
  - Turing-complete
  - Suitable for modelling of parallelism
- **Simple**
- **Flexible** to model various approaches to memory access

Ideals do not exist ... however ...
Scattered Context Grammar

G = (V, T, P, S), N = V − T, S ∈ N | P ⊆ ∞ \bigcup_{m=1}^{\infty} (N_1 \times N_2 \times \cdots \times N_m \times V^*_1 \times V^*_2 \times \cdots \times V^*_m)

V_i = V, N_i = N, 1 ≤ i ≤ m

(A_1, A_2, ..., A_n) \rightarrow (x_1, x_2, ..., x_n)

Example

G = ({S, A, B, C, a, b, c}, {a, b, c}, P, S)

P = {1: (S) → (ABC), 2: (A, B, C) → (aA, bB, cC), 3: (A, B, C) → (a, b, c)}


L(G) = {x | x = a^n b^n c^n, n ≥ 1}
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