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Dear colleagues, partners, and friends,

It is my pleasure to present to you an overview of the activities of IT4Inno-

vations National Supercomputing Center for the year 2024. A year marked 

by several milestones, expansion of our research efforts, and deeper involve-

ment in more intensive collaboration on the European stage in the devel-

opment and application of supercomputing technologies. Once again, we 

demonstrated that our expertise in high-performance computing, artifi cial 

intelligence, data analysis, and quantum computing holds a fi rm place in 

Europe. It also confi rmed our success in fulfi lling our mission: to provide state-

-of-the-art computing infrastructure and expertise not only for the Czech 

but also for the European research and innovation community.

Among the most signifi cant milestones was the progress in quantum tech-

nologies. In September, the EuroHPC Joint Undertaking (EuroHPC JU) signed 

a contract with the  IQM Quantum Computers company for the delivery of the 

VLQ quantum computer of the LUMI-Q consortium, which will be installed 

and operated directly at our centre. This represents not only a technological 

but also a strategic breakthrough, positioning us as a key European node in 

quantum computing. At the same time, we deployed the NVIDIA CUDA Quantum 

simulator on the Karolina supercomputer, establishing an environment for 

the development of hybrid applications and increasing the productivity and 

scalability of quantum computations.

The year 2024 also marked the beginning of our participation in creating the 

EuroHPC Federation Platform, which we are developing together with other 

partners for the EuroHPC JU. The aim is to build and operate a unifi ed environ-

ment for accessing all EuroHPC computational resources including integra-

tion into European data infrastructures.

Another important development is our involvement in the emerging European 

CLARA Centre of Excellence, which focuses on research into neurodegenera-

tive diseases using the latest tools in artifi cial intelligence and quantum com-

puting. As part of this project, we are building the so-called CLARA Testbed. 

In addition to acquiring a new computing cluster and data storage system for 

our centre, it will also connect the computational and data resources of pro-

ject partners and other research communities focused on related topics.

In 2024, we also contributed to more than twenty international research 

projects. We launched the FALCON project aimed at enhancing the compet-

itiveness of the European aerospace industry, the EPICURE project focused 

on supporting EuroHPC JU supercomputer users through collaboration and 

shared expertise, and the AVITHRAPID project, which seeks to accelerate the 

discovery of antiviral compounds using supercomputing technologies.

The outcomes of our work were presented in leading scientifi c journals and 

even featured on the covers of ChemPhysChem and the Journal of the American 

Chemical Society. In the fi eld of numerical simulations, we developed an in-

novative method to optimise the performance of the fi nite element method, 

achieving up to an eightfold increase in speed. We also joined the VI-HPS in-

itiative to improve productivity in supercomputing applications through our 

long-term development of the MERIC software package. Within the LIGATE 

project, we demonstrated breakthrough LIGEN computations running in par-

allel on the LUMI, Karolina, Leonardo, and E4 supercomputers. In cooperation 

with partners, we also launched a new web server, AggreProt, designed to 

predict protein aggregation.

We also honour our commitment to the region. Along with other departments 

of VSB-TUO, we participated in implementing the REFRESH project focused 

on transforming the Moravian-Silesian Region. Cooperation with industry re-

mains one of our pillars. In 2024, through the European Digital Innovation Hub 

Ostrava and the National Competence Centre in HPC, we supported companies 

and start-ups across various sectors, from healthcare and energy to the auto-

motive industry. We help companies harness the power of supercomputers and 

accelerate innovation in practice.

We also devoted considerable attention to education and public engagement. 

We organised the HPC in Data Science summer school within the EUMaster-

4HPC project, welcomed several hundred visitors during the Researchers’ 

Night, and organised the sixth annual HPCSE scientifi c conference. We also 

contributed actively to the development of the sixth edition of the European 

Strategic Research Agenda within ETP4HPC, which outlines the current Euro-

pean ecosystem for high-performance computing, artifi cial intelligence, and 

quantum computing. Furthermore, we helped establish the Central European 

chapter of the Women in High Performance Computing network, which I con-

sider a key step toward supporting diversity and equality in our fi eld.

Finally, allow me to express my sincere gratitude to all our colleagues, part-

ners, and supporters. Thanks to you, we can continue to build IT4Innovations 

as a centre of excellence and innovation. We look forward to another year of 

collaboration, growth, and scientifi c discovery.

MANAGING DIRECTOR’S 
INTRODUCTION

Sincerely,

Vít Vondrák
Managing Director

IT4I
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IT4Innovations National Supercomputing Center (IT4Innovations) is a uni-

versity institute of VSB – Technical University of Ostrava, Czech Repub-

lic. It is a leading research, development, and innovation centre in the fi eld 

of High-Performance Computing (HPC), High-Performance Data Analysis 

(HPDA), Quantum Computing (QC), and Artifi cial Intelligence (AI), including 

their applications in science, industry, and society. Since 2013, IT4Innova-

tions has been providing state-of-the-art supercomputing technologies and 

services both Czech and international research teams from academia and 

the private sector, with the goal of boosting competitiveness and fostering 

innovation in science and industry. Together with the CESNET and CERIT-SC, 

IT4Innovations constitutes e-INFRA CZ, a strategic research infrastructure of 

the Czech Republic. This infrastructure is listed on the National Roadmap for 

Large Infrastructures for Research, Experimental Development, and Innova-

tions, prepared by the Ministry of Education, Youth and Sports of the Czech 

Republic (MEYS).

IT4Innovations currently operates two supercomputers, which are scheduled 

for modernisation in 2025 and 2026. The Karolina supercomputer, installed in 

summer 2021, achieves a theoretical computing performance of 15.7 PFlop/s, 

while Barbora, launched in autumn 2019, offers 849 TFlop/s. As a member 

of the LUMI consortium, IT4Innovations also participates in operating LUMI, 

one of Europe’s most powerful supercomputers, located in Kajaani, Finland. 

Thanks to this, the Czech research community has access to this system, 

which offers a peak performance of 531.5 PFlop/s.

Within its data room, IT4Innovations also operates complementary systems 

composed of several different hardware platforms. These complementary 

systems provide users with access to emerging, non-traditional, and highly 

specialised hardware architectures.

The fi rst quantum computer in the Czech Republic, named VLQ, is being installed 

at IT4Innovations in 2025. VLQ is part of the LUMI-Q consortium, which com-

prises 13 partners from eight European countries. The VLQ quantum computer 

is based on 24 superconducting qubits in a star-shaped topology. Its integration 

with the Karolina supercomputer is also planned, as well as potential integra-

tion with other supercomputers within and beyond the LUMI-Q consortium.

IT4Innovations is also one of the partners of the LUMI AI Factory, represent-

ing an innovative infrastructure and support centre aimed at accelerating 

the adoption of AI tools across Europe. It enables startups, SMEs, research-

ers, and companies to develop advanced AI models, tools, and applications. 

IT4Innovations is one of the active partners involved in the establishment and 

operation of the LUMI AI Factory.

IT4INNOVATIONS PROFILE

Advanced Data Analy-

sis and Simulations 

Lab

Infrastructure 

Research Lab

Parallel Algorithms 

Research Lab

Modelling for 

Nanotechnologies Lab

Quantum Computing Lab

RESEARCH LABS:

→

→

→

→

→  

→

→

IT4Innovations
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IT4Innovations has been involved in preparing the EuroHPC Federation Plat-
form for the EuroHPC JU. This assignment is aimed at federating all EuroHPC 

supercomputing and quantum systems, including AI Factories, and their connec-

tion to European data infrastructures. The objective is to unify and simplify 

access to all computing and data resources operated by the EuroHPC JU.

The core research topics at IT4Innovations include large-scale data process-

ing and analysis, machine learning, and AI, the development of scalable par-

allel algorithms and algorithms for quantum computers and simulators, solv-

ing challenging engineering tasks, advanced visualisation and virtual reality, 

the development of new materials, and energy effi ciency of supercomputing 

technologies.

In 2024, research activities at IT4Innovations were carried out in fi ve re-
search laboratories: 

IT4Innovations is a member of the MaX, SPACE, POP3, and CLARA Centres of 

Excellence. Within the CLARA Centre of Excellence, a Testbed is being estab-

lished at IT4Innovations, which will serve the scientifi c community researching 

neurodegenerative diseases through quantum and classical supercomputing. 

Additionally, IT4Innovations is a partner in over 20 international projects 

under Horizon 2020, Horizon Europe, and Digital Europe programmes, coor-

dinating projects such as EXA4MIND and EDIH Ostrava.

IT4Innovations actively cooperates with industry. Experts from the European 
Digital Innovation Hub Ostrava (EDIH Ostrava) and the National Compe-
tence Centre in HPC are available to assist, especially SMEs and startups, by 

providing a wide range of services in supercomputing and in the adoption and 

application of digital technologies.

IT4Innovations has long organised and offered a wide array of specialised train-

ing events focused on HPC, HPDA, AI, and QC, and on acquiring skills necessary 

for the effective use of supercomputing infrastructure. It also focuses on de-

veloping digital skills. In these areas, IT4Innovations is actively involved in ed-

ucating students, particularly through study programmes at VSB – Technical 

University of Ostrava. IT4Innovations is also a member of the EUMaster4HPC 

consortium, which implements the eponymous pan-European MSc study 

     programme focused on high-performance computing.
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Mission, Vision, 
and Memberships

Our mission is to carry out excellent research in the fi eld of high-performance 

and quantum computing, advanced data analysis, and artifi cial intelligence, 

and to operate the leading national supercomputing and quantum infra-

structure, mediating its effective use in order to increase the competitiveness 

and innovation of Czech science and industry.

Our vision is to become a leading supercomputing centre that provides pro-

fessional services and conducts excellent research in high-performance and 

quantum computing, the processing of advanced data sets, and artifi cial in-

telligence, for the benefi t of science, industry, and society as a whole.

IT4Innovations actively participates in the EuroHPC Joint Undertaking activities 

and is a member of critical European infrastructures, initiatives, and associa-

tions in HPC, HPDA, AI, and QC. They include the following:

→ BDVA – Big Data Value Association

→ EOSC – European Open Science Cloud

→ ETP4HPC – European Technology Platform for High-Performance 

Computing 

→ EUDAT CDI – EUDAT Collaborative Data Infrastructure

→ LUMI – Large Unifi ed Modern Infrastructure

→ LUMI-Q – Large Unifi ed Modern Infrastructure for Quantum Computing

→ iRODS – Integrated Rule-Oriented Data System

→ PRACE – Partnership for Advanced Computing in Europe

→ VI-HPS – Virtual Institute – High Productivity Supercomputing

→ WHPC – Women in High Performance Computing

Mission

Vision

Memberships

→ Foundation of IT4Innovations

→ Membership in PRACE (Partnership for Advanced Computing in Europe)

→ Launch of the Anselm supercomputer

→ Opening of the IT4Innovations building

→ Launch of the Salomon supercomputer

→ Membership in ETP4HPC (European Technology Platform for High-

-Performance Computing)

→ The Czech Republic joins the EuroHPC Joint Undertaking (EuroHPC JU), 

with IT4Innovations playing a signifi cant role in its activities

→ IT4Innovations becomes part of the H2020 POP2 Centre of Excellence 

→ Launch of the Barbora supercomputer and the NVIDIA DGX-2 system

→ Membership in BDVA (Big Data Value Association) and EUDAT CDI

→ Foundation of e-INFRA CZ

→ Launch of the LEXIS project, coordinated by IT4Innovations

→ Establishment of the Digital Innovation Hub Ostrava 

→ IT4Innovations becomes the National Competence Centre in HPC

→ Launch of the Karolina supercomputer

→ Termination of operating the Anselm and Salomon supercomputers

→ Membership in the EOSC Association

→ Foundation of the European Digital Innovation Hub Ostrava (EDIH Ostrava)

→ IT4Innovations joins the iRODS consortium

→ Completion of the complementary systems‘ installation

→ Start of the EXA4MIND project, coordinated by IT4Innovations

→ IT4Innovations becomes part of the MaX and SPACE Centres of Excellence

→ Contract signed for the delivery of the VLQ quantum computer 

of the LUMI-Q consortium

→ IT4Innovations becomes part of the POP3 and CLARA Centres 

of Excellence

→ Membership in VI-HPS and WHPC

History

IT4I
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Organisational Structure 
IT4Innovations 

IT4Innovations 
Management

Scientifi c Director | Prof. Tomáš Kozubek

→ Advanced Data Analysis and Simulations Lab  | Dr Jan Martinovič 

→ Infrastructure Research Lab  | Doc. Lubomír Říha 

→ Parallel Algorithms Research Lab  | Dr Tomáš Karásek  

→ Modelling for Nanotechnologies Lab  | Prof. Michal Otyepka 

→ Quantum Computing Lab  | Prof. Marek Lampart

→ Training and Education  | Karina Pešatová

Supercomputing Services Director  | Dr Branislav Jansík

→ HPC Operations and Administration  | Radovan Pasek 

→ User Support  | Petra Lyčková Navrátilová

→ Communications | Zuzana Červenková 

→ Public Procurement and Legal Service  | Jan Juřena 

→ Finance | Petr Válek 

→ Administrations and Operations  | Helena Starková 

→ Development | Martin Duda

Managing Director | Doc. Vít Vondrák

26,2% 60,8% 

13,0%

MANAGEMENT 
AND ADMINISTRATION

RESEARCH 
AND DEVELOPMENT

SUPERCOMPUTING 
SERVICES

Scientifi c Council of IT4Innovations

Internal Members

→ Prof. Tomáš Kozubek  

→ Dr Branislav Jansík  

→ Dr Jan Martinovič  

→ Doc. Lubomír Říha 

→ Dr Tomáš Karásek  

→ Prof. Michal Otyepka  

→ Prof. Marek Lampart

External Members      

→ Prof. Jiří Damborský | Loschmidt laboratories of Masaryk University Brno 

→ Prof. Jiří Jaroš | Faculty of Information Technology, Brno University of Technology 

→ Dr Jakub Šístek | Institute of Mathematics of the Czech Academy of Sciences 

→ Doc. Pavel Jelínek | Institute of Physics of the Czech Academy of Sciences

→ Prof. Jaroslav Pokorný | Faculty of Mathematics and Physics, Charles University

Chairman | Doc. Vít Vondrák

In 2024, the number of IT4Innovations employees converted to full-time 

eqivalent (FTEs) totalled 154,32 FTEs, of which: 

40,0%   

19,1% 

14,9%

19,8% 

6,2% 

Advanced Data Analysis and Simulations Lab   

Infrastructure Research Lab 

Parallel Algorithms Research Lab 

Modelling for Nanotechnologies Lab 

Big Data Analysis Lab

Employees 
of IT4Innovations

IT4I
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02
IMPORTANT EVENTS

• The cover of ChemPhysChem featured an illustration from research 

conducted by IT4Innovations, the Faculty of Electrical Engineering and 

Computer Science at VSB-TUO, and Université Toulouse III.

• Start of the third phase of the POP project (POP3) within the Centre of 

Excellence focused on performance optimisation and productivity. The 

project will focus on fl agship European HPC applications developed in 

other Centres of Excellence while continuing to provide services to HPC 

users and SMEs. 

• Launch of the FALCON project, in which IT4Innovations is a consortium 

member. The project aims to improve the competitiveness of the Euro-

pean aerospace industry by focusing on fl uid–structure interaction phe-

nomena to improve aircraft aerodynamics. 

• IT4Innovations joined the AVITHRAPID project, aiming to support the 

search for new broad-spectrum antiviral compounds by developing var-

ious methods.

• Launch of the EPICURE project, which will operate an HPC application 

support service for European scientists and researchers. IT4Innovations 

is one of the project partners.

• VSB – Technical University of Ostrava, including IT4Innovations, in coop-

eration with the University of Ostrava and other partners, fully launched 

the REFRESH project to address regional challenges and contribute to its 

economic, energy, and environmental transformation.

• Co-organisation of the NanoLumCat workshop, one of the world’s larg-

est meetings focused on carbon dots and single-atom catalysis for re-

newable energy sources.

• The Karolina supercomputer underwent a software update that was 

necessary to ensure compatibility with new versions of tools and appli-

cations. The update essentially meant a complete reinstallation of the 

supercomputer.

January

February

March

April

• IT4Innovations and its partners in the EVEREST project released a set of 

open-source development tools. The EVEREST SDK integrates tools to 

simplify deploying applications on heterogeneous high-performance 

cloud infrastructures, especially those offering FPGA acceleration.

• IT4Innovations organised the 6th edition of the HPCSE conference, at-

tracting experts not only from applied mathematics, numerical analysis, 

data analysis, machine learning, and advanced visualisation but also 

from quantum computing.

• The Journal of the American Chemical Society featured on its cover a 

joint study by researchers from CATRIN of Palacký University in Olomouc, 

CEET, and IT4Innovations of VSB-TUO, describing a new way to infl uence 

fl uorographene properties using UV light. 

• IT4Innovations deployed the NVIDIA CUDA Quantum simulator on the 

Karolina and Barbora supercomputers, enabling hybrid application de-

velopment and signifi cantly enhancing productivity and scalability in 

quantum computations. 

• In collaboration with the International Clinical Research Center and 

Masaryk University, IT4Innovations launched the new AggreProt web 

server, designed to predict protein aggregation.

• Researchers from IT4Innovations developed a new method for optimis-
ing the performance of fi nite element method (FEM) computations. 

Their innovative adaptive solution, which adjusts the calculations based on 

the parameter set during runtime, achieves up to an eightfold speed-up.

• A new generation of supercomputing experts was trained at the HPC in 
Data Science summer school, organised by IT4Innovations as part of 

the EUMaster4HPC project. The summer school focused on data science 

using supercomputing and was attended by more than 40 students from 

all over Europe.

May

June

July

IT4I
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• A contract for the acquisition of the VLQ quantum computer of the 

LUMI-Q consortium was signed. It will be installed at IT4Innovations as 

part of an agreement between the EuroHPC Joint Undertaking and IQM 

Quantum Computers, which won the selection procedure as the supplier.

• IT4Innovations co-organised the international PPAM conference, which 

was attended by Turing Award laureate Jack Dongarra from the Univer-

sity of Tennessee and Oak Ridge National Laboratory, as well as Satoshi 
Matsuoka, Director of the RIKEN Center for Computational Science.

• As part of the LIGATE project, breakthrough LIGEN computations were 

demonstrated, running in parallel on the LUMI, Karolina, Leonardo, 

and E4 supercomputers. These computations were launched via the 

LEXIS Platform 2 portal using the HEAppE framework, and the calcula-

tions themselves were carried out using the HyperQueue tool, developed 

over the long term at IT4Innovations.

• During the European Researchers’ Night, 730 visitors discovered the 

“secrets of supercomputers” at IT4Innovations.

• Publication of the Industry 4.0: The Foundation of the Economic 
Transformation of the Czech Republic book by Vladimír Mařík, Robert 

Keil, and colleagues, co-authored by Vít Vondrák, Marek Lampart, Michal 

Podhorányi, Kateřina Slaninová, and Ivan Zelinka from IT4Innovations.

• Establishment of the unique, interdisciplinary CLARA Centre of Excel-
lence in the Czech Republic, which focuses on developing a new gener-

ation of applications using AI, computational modelling, and quantum 

computing. The consortium, which includes IT4Innovations, aims to ad-

vance research into neurodegenerative diseases, especially Alzheimer’s 

disease.

September

October

November

IT4I

• IT4Innovations joined the international VI-HPS initiative to increase 

productivity in supercomputing applications.

• The 8th Users’ Conference of IT4Innovations was attended by 79 par-

ticipants.

• IT4Innovations established cooperation with Argonne National Lab-
oratory in the fi eld of scientifi c data visualisation and with Oak Ridge 
National Laboratory as part of the ExaDigit initiative, focused on digital 

twins of data centres and HPC infrastructure.

• In Luxembourg, results were announced for the European AI Factories 

call, supporting the wider deployment of AI tools across society and 

industry in Europe. One of the winning projects was LUMI AI Factory, 

which builds on the successful LUMI consortium, operating one of the 

most powerful European supercomputers, in which the Czech Republic 

participates represented by IT4Innovations. 

• IT4Innovations will participate in implementing and operating the Fed-
eration Platform for the EuroHPC Joint Undertaking.

• IT4Innovations co-founded the Central European Chapter of the global  

Women in High Performance Computing organisation.

• Publication of Strategic Research Agenda 6, mapping the current 

European HPC, AI, and quantum computing ecosystem. IT4Innovations 

experts contributed to its creation and related White Papers.

December
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03
FINANCIAL REVIEW

The total expenditures of IT4Innovations amounted to CZK 295,470,000 in 

2024. Of this amount, operating (non-investment) and investment (capital) 

expenditures accounted for 97.9% and 2.1%, respectively.

Operating expenditures amounted to CZK 289 million. The largest share of 

these expenditures consisted of personnel costs, services (including electric-

ity consumption costs, maintenance of operated systems and supporting in-

frastructure, technical and system support, etc.), and overheads.

Investment expenditures amounted to CZK 6 million in 2024, covering, among 

other things, the acquisition of virtualisation infrastructure, an NVIDIA Grace 

CPU Superchip server, and costs related to the preparation for modernising 

the data room cooling system.

In 2024, a pre-tax profit of CZK 6,143,000 was achieved.

IT4Innovations Economic Balance Personnel costs – research teams     

Personnel costs – management and administration   

Personnel costs – supercomputing services    

Services        

Overheads       

Domestic and international business trips    

Fees        

Minor long-term tangible assets     

Consumables       

Other costs       

Scholarships

Total operational expenditures

Long-term tangible assets – machines and equipment   

Long-term tangible assets – buildings

Total investment expenditures

Total expenditures (A.+ B.)

Total sources of funding

Balance total (D.- C.) 

 

CZK 103,848,000

CZK 43,934,000

CZK 22,463,000

CZK 60,731,000

CZK 42,277,000

CZK 9,554,000

CZK 1,633,000

CZK 1,630,000

CZK 1,227,000

CZK 1,178,000

CZK 789,000

CZK 289,264,000

CZK 4,795,000

CZK 1,411,000

CZK 6,206,000

CZK 295,470,000

CZK 301,613,000

CZK 6,143,000

IT4Innovations Economic Balance

A.Operational 

  expenditures

B.Investment 

  expenditures

C.

D.

E.

In 2024, IT4Innovations’ overall budget was CZK 301,613,000. National grants 

and international grants accounted for the largest share of funding sources, 

followed by internal resources (operating fund and contribution to educa-

tional activities).

Sources 

of Funding

IT4I
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National grants 
CZK 138,775,000 in total

87,3%   Ministry of Education, Youth and Sports 

            of the Czech Republic

4,8%   Czech Science Foundation

3,6%   Technology Agency of the Czech Republic

3,0%   Ministry of the Interior of the Czech Republic

1,3%    Moravian-Silesian Region

Sources of funding for the institutes’ costs 
CZK 301,613,000 in total

46,0%  National grants

20,7%  International grants

18,6%  Internal resources

7,6%   European structural and investment funds

2,5%    Long-term research organisation development fund

2,5%    Contract research and rental of computational 

            resources

2,1%   Other  

22,5% EUROCC2

13,0% EXA4MIND

7,8%  POP3

7,6%  BioDT

7,2%  EDIH Ostrava

5,2%  SPACE

4,9%  MAX

4,1%  OpenWebSearch.EU

4,1%  FALCON

3,8%  EPICURE

3,0%  EUPEX

2,5%  EUMaster4HPC

2,4%  ACROSS

2,2%  LIGATE

2,0%  EVEREST

1,9%  TWIN SYNERGIES

1,6%  DTO-BioFlow

1,4%  IO-SEA

0,6%  AVITHRAPID

0,5%  Superheroes 4 Science

0,4%  CZQCI

0,4%  SCALABLE

0,3%  s-NEBULA

0,2%  CLARA

0,2%  EOSC-ENTRUST

0,1%  SCtrain

0,1%  Other (PRACE 6IP, Circulight,    

           DICE, OPENQKD)

International grants 
CZK 62,414,000 in total

European structural and investment funds  
CZK 22,773,000 in total

52,4% Operational Programme Johannes Amos Comenius

40,3% Operational Programme Just Transition 

7,3%  Operational Programme Technologies 

           and Application for Competitiveness 

IT4I
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04
LIST OF PROJECTS 

Large Infrastructure for Research, Experimental Development and Inno-
vation Project
→  e-Infrastructure CZ 

Projects of the Operational Programme Johannes Amos Comenius 
→   e-INFRA CZ Modernisation II 

→   European Open Science Cloud Czech Republic 

→   National Repository Platform for Research Data 

International Cooperation in Research and Development 
→  Infl uence of thermoelectrical effects on spin-orbit torques in 2D van der 

Waals materials

Global Experts programme
→  Experimental and theoretical studies of near-infrared emitting chiral car-

bon dot luminophores project

International Grant Projects Evaluated on the LEAD Agency principle
→  Magnetism at interfaces: from quantum to reality 

Standard Grant Projects 
→  Unconventional superconductors under extreme conditions

→ Novel thermoelectric, thermovoltaic, and phonoelectric heat conversion 

systems based on nitrides semiconductors 

Postdoc individual fellowship – incoming 
→  Magnetoelasticity of non-cubic materials in spin-lattice dynamic simula-

tions

Projects supported by the Ministry of Education, Youth and Sports

Projects supported by the Moravian-Silesian Region

Projects supported by the Czech Science Foundation 

Projects supported by the Technology Agency of the Czech Republic

M-ERA.NET Programme
→ Flexible manufacturing approach for recyclable bio-based high perfor-

mance composite molds 

TREND Programme
→  Optimization of design and production processes of vertical pumps using 

modern technologies

Operational Programme Technologies and Applications for Competitive-
ness
→  Terahertz and Raman optical activity spectrometers with extended appli-

cation possibilities

→ EyeERP – complex ERP system for eye clinics with mobile application 

MojeOči for performing and AI analysis of eye tests 

→  Advanced medical data visualization with AI support

 

→  Research on holistic model of interconnected critical electricity and com-

munication infrastructures

→  REFRESH – Research Excellence For REgion Sustainability and High-tech  

     Industries

→  Validation of integrating artifi cial intelligence for receiving emergency calls

→  Center of Energy and Environmental Technologies 

→  Combination of holographic and digital safety protection

→  National Centre for Energy II

Projects supported by the Ministry of Industry and Trade 

Projects supported by the Ministry of the Interior of the Czech Republic

VSB-TUO Projects with IT4Innovations Participation 
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→ LIGATE – LIgand Generator and portable drug discovery platform AT Exascale 

→ EUMaster4HPC – European Master for High Performance Computing

→ EVEREST – dEsign enVironmEnt foR Extreme-Scale big data analyTics on    

heterogeneous platforms 

→ ACROSS – HPC big dAta artifi Cial intelligence cross stack platfoRm tOwardS 

exaScale 

→ IO-SEA – IO Software for Exascale Architecture

→ EUPEX – European Pilot for Exascale 

→ BioDT – Biodiversity Digital Twin for Advanced Modelling, Simulation and 

Prediction Capabilities 

→ OpenWebSearch.EU – Piloting a Cooperative Open Web Search Infrastruc-

ture to Support Europe’s Digital Sovereignty

→ EXA4MIND – EXtreme Analytics for MINing Data spaces

→ SPACE – Scalable Parallel and distributed Astrophysical Codes for Exascale 

→ MaX – MAterials design at the eXascale

→ DTO-BioFlow – Integration of biodiversity monitoring data into the Digital 

Twin Ocean 

→ FALCON – Foreseeing the next generation of Aircraft

→ POP3 – Performance Optimisation and Productivity 3 

→ AVITHRAPID – Antiviral Therapeutics for Rapid Response Against Pandemic 

Infectious Diseases 

→ CLARA – Center for Artifi cial Intelligence and Quantum Computing in Sys-

tem Brain Research 

→ EOSC-ENTRUST: A European Network of TRUSTed research environments 

→ TWIN SYNERGIES – Empowering participation and accelerating synergies in 

Widening countries with a focus on Green & Digital Transition

→ EUROCC 2 – National Competence Centres in the Framework of EuroHPC 

Phase 2 

→ CZQCI – Czech National Quantum Communication Infrastructure 

→ EDIH Ostrava – European Digital Innovation Hub Ostrava 

→ EPICURE – High-level specialised application support service in High-Per-

formance Computing 

→ Superheroes 4 Science 

Projects of the 8th Framework Programme for Research 

and Innovation of the European Union – Horizon 2020

Projects of the 9th Framework Programme for Research 

and Innovation of the European Union – Horizon Europe

Digital Europe Programme

International Visegrad Fund

International projects

The Karolina supercomputer
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05
SUPERCOMPUTING SERVICES

IT4Innovations operates the most powerful supercomputing systems in the 

Czech Republic, primarily serving academic institutions and research organi-

sations. Part of the capacity is dedicated to developing collaboration between 

academia and industry and for contract partners in the form of commercial 

rental.

Supercomputers In 2022 and 2023, IT4Innovations installed systems composed of various 

hardware platforms, allowing access to emerging, non-traditional, or highly 

specialised architectures. The latest addition is a server equipped with the 

NVIDIA Grace CPU Superchip, featuring two processors, each with 72 Arm 

Neoverse V2 cores. This architecture, together with fast LPDDR5X memory, 

represents the current trend in HPC. The same type of processor is also used 

in Europe’s fi rst exascale JUPITER supercomputer , installed in Jülich, Germany.

The IT4Innovations data room also houses a large-capacity data storage sys-

tem called PROJECT, which stores and backs up data processed or generated 

on IT4Innovations’ supercomputers. The PROJECT data storage is a central 

storage for both IT4Innovations project and user data. For each active project, 

a dedicated project directory is created, whose lifecycle strictly mirrors the 

project’s lifecycle. The total storage capacity is 15 PB.

In 2024, the EuroHPC JU signed a contract with the IQM Quantum Comput-

ers company for the delivery of the VLQ quantum computer, which will be 

installed and operated at IT4Innovations. This 24-qubit system, based on su-

perconducting qubits in a star topology, minimises swap operations, enabling 

more effi cient execution of complex quantum algorithms.

VLQ will be integrated with the Karolina supercomputer and will become the 

fi rst Czech quantum computer. It will be available to researchers, industry, 

and the public sector, expanding Europe’s computing infrastructure with new 

technologies of signifi cant industrial, scientifi c, and societal importance for 

Europe.

Complementary 

systems 

PROJECT data 

storage

VLQ 

quantum 

computer

In 2024, IT4Innovations operated two supercomputers — Karolina (15.7 

PFlop/s) and Barbora (849 TFlop/s). The petascale Karolina system was fully 

commissioned in summer 2021. It was acquired under the EuroHPC Joint Under-

taking, with 35% of its computing capacity available to users from EuroHPC JU

member states. Immediately after its launch, Karolina ranked among the 

most powerful supercomputers in Europe. In the TOP500 List, which assess-

es supercomputers by performance, it was placed 69th worldwide and 19th in 

Europe at the time of its launch. In the Green500 List of the most energy-effi -

cient supercomputers, it achieved 8th place globally and third place in Europe.

In 2024, the Karolina supercomputer underwent a software upgrade nec-

essary to ensure compatibility with new versions of tools and applications, 

which essentially meant reinstalling the entire system.

Two fully functional cloud environments, created from Karolina’s cloud nodes, 

were made available to IT4Innovations computational resource users with ac-

tive projects. Specifi cally, the e-INFRA CZ Cloud is intended for users of the 

e-INFRA CZ infrastructure, while the IT4I Cloud serves other users.

Thanks to IT4Innovations’ membership in the LUMI consortium, composed 

of eleven European countries, Czech researchers can use one of the world’s 

most powerful and modern supercomputers – LUMI. Fully operational since 

2023, LUMI offers a theoretical peak performance of 531.5 PFlop/s. IT4Inno-

vations is part of its management structure, provides expert support to users 

through the LUST (LUMI User Support Team), participates in its operation, and 

develops software tools such as HyperQueue, which allows users to effi ciently 

utilise the available computational resources of LUMI.

In 2024, LUMI’s computational resources were allocated to 80 projects 

via Open Access Grant Competitions of IT4Innovations, with a total volume 

reaching nearly 850,000 node hours.

*For evaluating the use of IT4Innovations computational resources, we rely on the concept of node 

hours, as computer clusters and individual nodes differ in architecture and performance. Each 

computing system has specifi c parameters, such as processor types, GPU accelerators, and oth-

er factors infl uencing its performance. Although these node hours are summed across different 

computer clusters for simplifi cation purposes, they do not refl ect differences in the performance 

of individual compute nodes.
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Technical Specifi cations 
of the Supercomputers

BARBORA KAROLINA LUMI

Put into operation Autumn 2019 Summer 2021 Winter 2023

Theoretical peak performance 849 TFlop/s 15.7 PFlop/s 531.5 PFlop/s

Operating system RHEL 8 Rocky Linux 8.x HPE Cray OS

Compute nodes 201 831 5,042

Types of compute nodes 192 CPU nodes
2x Intel Cascade Lake 6240, 

18-core, 2.6 GHz, 192 GB RAM

756 CPU nodes 
2x AMD EPYC 7h12

64-core, 2.6 GHz, 256 GB RAM

2,048 CPU nodes
2x AMD EPYC 7763

core, 2.45 GHz, 256-1,024 GB RAM

8 GPU nodes
2x Intel Skylake 6126,

12-core, 2.6 GHz, 

192 GB RAM

4x NVIDIA Tesla V100, 

16 GB HBM2

72 GPU nodes
2x AMD EPYC 7763,

64-core, 2.45 GHz,

1 TB RAM,

8x NVIDIA A100, 

40 GB HBM2

2,978 GPU nodes 
1x AMD EPYC 7A53,

64-core, 2.45 GHz,

512 GB RAM,

4x AMD Instinct MI250X, 

128 GB HBM2e

1 SMP node
8x Intel Xeon 8153,

16-core, 2.0 GHz, 6 TB RAM

1 data analytics node
32x Intel Xeon-SC 8628,

24-core, 2.9 GHz, 24 TB RAM

8 data analytics nodes
2x AMD EPYC 7742,

64-core, 2.25 GHz, 4 TB RAM

2 visualisation nodes
2x AMD EPYC 7452,

32-core, 2.35 GHz,

256 GB RAM

1x NVIDIA RTX 6000

8 visualisation nodes
2x AMD EPYC 7742,

64-core, 2.25 GHz,

2 TB RAM,

8x NVIDIA A40

Accelerators in total 32x NVIDIA Tesla V100 576x NVIDIA Tesla A100

2x NVIDIA RTX 6000

11,912x AMD Instinct MI250X,

8x NVIDIA A40

CPU cores in total 7,232 106,880 454,784

Storage 29 TB / home 
310 TB / scratch (28 GB/s)

30 TB / home
1,275 TB / scratch (NVMe, 730 GB/s sequential write 
performance, 1,198 GB/s sequential read performance)

81 PB / (home + project + scratch) 
(240 GB/s)

Interconnection Infi niband HDR 200 Gb/s Infi niband HDR 200 Gb/s Slingshot-11 200 Gb/s
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Computational 
Resource Allocation

Providing computational resources is one of the main IT4Innovations‘ mis-

sions. Since 2013, when the fi rst Anselm supercomputer was commissioned, 

supercomputers have been continuously available to the Czech scientifi c 

community and industrial companies.

Computing time on IT4Innovations supercomputers can be acquired in 
the following ways:

→ Open Access: IT4Innovations computational resources are allocated to 

the Czech research community based on scientifi c excellence, computa-

tional competence, readiness, and societal and economic impact. The 

largest share of computing time is allocated through Open Access Grant 
Competitions, which are announced three times a year. Other options 

include Institutional and Community Access, supporting specifi c re-

search, development, and innovation activities of selected research orga-

nisations, as well as Fast Track Access, intended for short-term tasks and 

application testing.

→ Access to Thematic HPC Resource Utilisation: Computational resourc-

es are provided for socially signifi cant projects, teaching and education, 

commercial use, and research on the infrastructure itself. Applications 

can be submitted at any time.

Within both approaches, computing time can be obtained on the Karolina 
and Barbora supercomputers, as well as on the Finnish LUMI supercomput-
er , where extensive GPU resources are available to employees of Czech re-
search organisations.

→ EuroHPC JU Grant Calls: The EuroHPC Joint Undertaking regularly an-

nounces open calls offering 35% of the capacity of petascale systems and 

up to 50% of the capacity of pre-exascale systems. This also applies to 

the Czech Karolina supercomputer, where 35% of the capacity is reserved 

for projects submitted through these calls. For the Finnish LUMI super-

computer, it is 50% of its total capacity.

Computing time

From 2013 to the end of 2024, IT4Innovations’ computational resources  were 

used for 2,443 projects across various scientifi c fi elds. These projects cov-

ered a wide range of disciplines – from the development of new materials and 

drugs, through engineering tasks, to scientifi c data visualisation. In recent 

years, the focus has increasingly shifted towards machine learning, artifi cial 

intelligence, and quantum algorithm research.

In 2024, there were 627 active projects, 

which together consumed 6,654,617 node hours 

of computing time.

83%   Open Access projects  

           5,511,051 of used node hours* 

16%  EuroHPC JU Grant Competitions 

            1,059,391 of used node hours*

1%  Access to Thematic HPC Resource Utilisation, 

           including the rental of computational resources

           84,174 of used node hours*

Distribution of computational resources in 2024

* The consumed node hours provide an indication of the actual amount of computing time used 

in 2024. The total value here comprises all projects that actually ran in 2024 on the Karolina and 

Barbora supercomputers and the NVIDIA DGX-2 system at IT4Innovations. On the LUMI supercom-

puter, computational resources were allocated under open access to 80 projects, totalling 844,765 

node hours.
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In 2024, three Open Access Grant Competitions were announced, supporting 

a total of 176 research projects, including 19 multi-year projects. Specifi cally, 

these were the 30th, 31st, and 32nd calls.

According to the schedule of each call, successful applicants were granted 

computational resources during 2024. For standard projects, computational 

resources are provided for a period of 12 months, while for multi-year projects, 

they are granted for 24 or 36 months, to support long-term research projects.

In these three Open Access Grant Competitions, applicants applied for almost 

9 million node hours. The demand for computational resources exceeded the 

resources offered; therefore, the allocation committee decided to reduce the 

allocations for the evaluated projects. In total, 6.49 million node hours were 

distributed across 176 projects within these calls on the Karolina, Barbora, and 

LUMI supercomputers.

Projects in the fi eld of materials science received the most computational re-

sources. Physics and astronomy projects ranked second, followed by comput-

er science projects.

By institution, scientists from VSB – Technical University of Ostrava received 

the highest allocations for their projects. The Czech Academy of Sciences 

ranked second, and Charles University third.

The largest number of projects awarded computational resources were sub-

mitted by researchers from VSB – Technical University of Ostrava, the Czech 

Technical University in Prague, and various institutes of the Czech Academy 

of Sciences.

Researchers from ten different institutes of the Czech Academy of Sciences 

received computational resources for a total of 28 projects. Among the insti-

tutes making the greatest use of IT4Innovations infrastructure – as in pre-

vious years – were the Institute of Organic Chemistry and Biochemistry, the 

Institute of Plasma Physics, the J. Heyrovský Institute of Physical Chemistry, 

and the Institute of Physics.

In 2024, researchers could also utilise 115,007 node hours on the accelerated 

part of the LUMI supercomputer, which had been allocated through a special 
call announced at the end of 2023. Nine projects focused on artifi cial intelli-

gence, mainly from the Czech Technical University in Prague and the Technical 

University of Liberec, gained access to these computational resources until 

November 2024. The call targeted socially signifi cant tasks, especially AI ap-

plications and projects using GPU acceleration.

Open Access / Open Access Grant Competitions

55%  Materials science (73 projects)

17%  Physics and astronomy (24 projects)

10%  Computer science (30 projects)

9%  Biosciences (27 projects)

6%  Engineering (8 projects)

2%  Earth sciences (6 projects)

1%   Applied mathematics (8 projects)

31%  VSB – Technical University of Ostrava (35 projects)

18%  Czech Academy of Sciences (30 projects)

15%  Charles University (22 projects)

9%  Czech Technical University in Prague (32 projects)

6%  University of South Bohemia in České Budějovice (3 projects)

5%  University of Ostrava (8 projects))

4%  University of Chemistry and Technology, Prague (5 projects)

2%  Masaryk University (9 projects)

2%   Palacký University Olomouc (8 projects)

2%   University of West Bohemia in Pilsen (4 projects)

2%   Brno University of Technology (11 projects)

2%   CEITEC (2 projects) 

1%   ELI-Beamlines (2 projects)

1%   Others (University of Pardubice, Silesian University in Opava, 

           University Hospital Hradec Králové, Czech Aerospace Research 

           Centre; 5 projects in total)

Computational resources allocated within the Open Access 
Grant Competitions in 2024 by scientifi c discipline  

Computational resources allocated in Open Access 
Grant Competitions in 2024 by institutions
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EuroHPC JU grant competitions

14 projects from Austria

13 projects from Germany

12 projects from Italy

8 projects from Turkey

8 projects from Spain

6 projects from France

5 projects from Hungary

5 projects from Denmark

4 projects from Sweden

31 projects from other institutions 

and companies (Belgium, Czech Republic, 

Croatia, Ireland, Iceland, Israel, Norway, 

Poland, Portugal, Romania, Greece, 

Slovakia, Switzerland, United Kingdom)

The computational resources consumed within Open Access Grant Competi-

tions amounted to 5,436,909 node hours. Within Fast Track Access, the pri-

mary aim of which is to prepare for grant competitions, 47,172 node hours 

were consumed.

In 2024, 11,563 node hours were used for socially important tasks, training 

and educational activities, and in-house infrastructure research.

The computational resources provided through paid rental amounted to 

72,611 node hours. These were commercial projects for companies such as 

AIRMOBIS, DHI, Glass Service, and Varroc Lighting.

In 2024, 1,208,089 node hours were provided on the Karolina supercomput-

er, shared among 106 projects from 23 different countries.

Most of the projects were from Austrian organisations, with researchers from 

Johannes Kepler University Linz participating in 13 projects. In other organisa-

tions, the number of projects ranged from 1 to 4 per organisation.

The number of active users of the IT4Innovations computing infrastructure 

increased year-on-year by 26% in 2024, reaching 2,632.

The IT4Innovations Technical Support received a total of 2,062 queries and 
requests in 2024. The internal response time (fi rst reply within 24 hours) was 

met in 99.98% of cases. The internal closure time (not to exceed 30 days) was 

met in 99.23% of the queries.

Open Access

Thematic Capacity Access

EuroHPC JU Grant Competitions

Users of 

computational 

resources
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06
RESEARCH AND DEVELOPMENT

IT4Innovations engages in excellent research primarily in the fi elds of 

high-performance computing (HPC), high-performance data analytics 

(HPDA), quantum computing (QC), and artifi cial intelligence (AI), including 

their applications in science and industry.

IT4Innovations is a research and development centre with strong internation-

al connections. It is involved in all activities of the EuroHPC Joint Undertaking 

and participates in several key international infrastructures, initiatives, and 

associations (PRACE, ETP4HPC, EUDAT, BDVA, EOSC, iRODS, VI-HPS, WHPC).

In 2024, it was involved in 23 international projects funded by the Horizon 

2020, Horizon Europe, and Digital Europe programmes, coordinating the 

EXA4MIND and EDIH Ostrava projects. IT4Innovations is a member of the MaX, 

SPACE, POP3, and CLARA Centres of Excellence.

Since 2020, IT4Innovations has served as the National Competence Centre 

in HPC within the European EuroCC project. The second phase of this project, 

EuroCC 2, has been running since 2023.

IT4Innovations has collaborated with the European Space Agency (ESA) since 

2015. In 2024, it successfully completed the AIOPEN project in cooperation 

with Space Applications Services, Telespazio, KP Labs, and SERCO. Within this 

project, IT4Innovations focused on detecting urban changes using transform-

er architecture.

In 2024, IT4Innovations researchers published their results in 300 peer-

-reviewed journal publications such as Jimp and JSC, mostly in Q1 and Q2 

journals.

IT4Innovations’ research activities were carried out across fi ve research labs:

The IT4Innovations research labs obtained computational resources for 

26 research projects within the 30th to 32nd Open Access Grant Competi-

tions. These projects received nearly 2 million node hours, representing ap-

proximately 30% of the total allocation for all supported projects. The highest 

number of projects (17) were submitted by researchers from the Modelling for 

Nanotechnologies Lab, which also received the largest share of computation-

al resources — more than 1 million node hours. An additional 800,000 node 

hours were awarded to projects from the Infrastructure Research Lab and the 

Parallel Algorithms Research Lab.

Advanced Data Analysis and Simulations Lab

Infrastructure Research Lab

Parallel Algorithms Research Lab

Modelling for Nanotechnologies Lab

Quantum Computing Lab

→

→

→

→

→  
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Summary of Research and 
Development Results in 2024
Results classifi ed based on the RIV 2017+

Summary of the achieved IT4Innovations research and development results in 2024

Jimp and JSC Journal Publications in 2024 by individual labs and ranking

*Articles shared among labs

Results classifi ed based on the RIV 2017+ Methodology  Achieved results

Jimp 258

JSC 42

Jost 6

B – reviewed publication 0

C – chapter in a reviewed publication 1

D – section in a proceeding  21

P – patent 0

F – utility model, industrial design  0

Z – semi-operation, verifi ed technology  0

G – prototype, functional sample 0

H – results refl ected in norms and directives 0

N – methodology, specialised map 0

R – software 16

V – research report 1

Results based on the RIV 2017+ Methodology D1 Q1/D1 Q2 Q3 Q4 Total

Advanced Data Analysis and Simulations Lab 27 36 43 8 2 116

Infrastructure Research Lab 9 10.5* 22 1 1 43.5

Parallel Algorithms Research Lab 1.5* 7.5* 3.5* 1 0 13.5

Modelling for Nanotechnologies Lab 42 34 19.5* 0 1 96.5

Quantum Computing Lab 8.5* 12 8 2 0 30.5

Total 88 100 96 12 4 300

116 Advanced Data Analysis and Simulations Lab

43.5 Infrastructure Research Lab 

13.5 Parallel Algorithms Research Lab

96.5 Modelling for Nanotechnologies Lab

30.5 Quantum Computing Lab

Number of journal publications in 2024 by individual research labs 

Advanced Data Analysis and Simulations Lab

→ Riaz M. B., Hussain A., Saddiqa A., Jarad F.: Numerical evaluation for the 
peristaltic fl ow in the proximity of double-diffusive convection of 
non-Newtonian nanofl uid under the MHD. International Journal of Ther-

mofl uids. Volume 23, Issue August. 2024. DOI: 10.1016/j.ijft.2024.100791. D1 

→ Wiesner D., Suk J., Dummer S., Nečasová T., Ulman V., Svoboda D., Wolterink 

J. M.: Generative modeling of living cells with SO(3)-equivariant implicit 
neural representations. Medical Image Analysis. volume 91, Issue January, 

2024. DOI: 10.1016/j.media.2023.102991. D1, IF 10.7

→ Saleem S., Ahmad B., Naseem A., Riaz M.B., Abbas T.: Mono and hybrid na-
nofl uid analysis over shrinking surface with thermal radiation: A nu-
merical approach. Case Studies in Thermal Engineering. Volume 54, Issue 

February, 2024. DOI: 10.1016/j.csite.2024.104023. D1, IF 6.4

→ Ishaq M., Rehman S.U., Riaz M.B., Zahid M.: Hydrodynamical study of 
couple stress fl uid fl ow in a linearly permeable rectangular channel 
subject to Darcy porous medium and no-slip boundary conditions. Al-

exandria Engineering Journal. Volume 91, Issue March, p.50-69. 2024. DOI: 

10.1016/j.aej.2024.01.066. D1, IF 6.2

→ Faridi W.A., I., Riaz M.B., AlQahtani S. A., Wazwaz A.M.: The fractional soliton 
solutions of dynamical system arising in plasma physics: The compara-
tive analysis. Alexandria Engineering Journal. Volume 95, Issue May; p.247-

261. 2024. DOI: 10.1016/j.aej.2024.03.061. D1, IF 6.2

→ Planas-Iglesias J., Borko S., Swiatkowski J., Eliáš M., Havlasek M., Salamon 

O., Grakova E., Kunka A., Martinovič T., Damborsky J., Martinovič J., Bednar 

D.: AggreProt: A web server for predicting and engineering aggregation 
prone regions in proteins. Nucleic acids research. Volume 52, Issue W1, 

p.W159-W169. 2024. DOI: 10.1093/nar/gkae420. D1, IF 16.7

List of D1 publications sorted by individual research labs 

D1 
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→ Ali A., Khan Z., Riaz M.B., Gurram D., Sun M., Thaljaoui A.: Neural network analysis of bioconvection 
effects on heat and mass transfer in Non-Newtonian chemically reactive nanofl uids. Case 

Studies in Thermal Engineering. Volume 64, Issue December. 2024. DOI: 10.1016/j.csite.2024.105534. 

D1, IF 6.4

→ Jhangeer A., Ansari A. R., Imran M., Beenish, Riaz M.B.: Conserved quantities and sensitivity anal-
ysis infl uence of damping effect in ferrites materials. Alexandria Engineering Journal. Volume 

86, Issue January, p.298–310. 2024. DOI: 10.1016/j.aej.2023.11.067. D1, IF 6.2

→ Jhangeer A., Ansari A.R., Imran M., Riaz M.B., Talafha A.M.: Application of propagating solitons 
to Ivancevic option pricing governing model and construction of fi rst integral by Nucci‘s di-
rect reduction approach. Ain Shams Engineering Journal. Volume 15, Issue 4. 2024. DOI: 10.1016/j.

asej.2023.102615. D1, IF 6.0

→ AL-Juaid J. G., Khan Z., Ali A., Riaz M.B., Muhammad T., Shafi  J., Islam S.: The signifi cance of radiative 
heat and mass transfer through a vertical sheet with chemical reaction: Designing by arti-
fi cial approach Levenberg-Marquardt. Case Studies in Thermal Engineering. Volume 56, Issue 

April. 2024. DOI: 10.1016/j.csite.2024.104208. D1, IF 6.4

→ Ullah N., Rehman H. U., Asjad M.I., ; Riaz M.B., Muhammad Ta.: Wave analysis in generalized frac-
tional Tzitzéica-type nonlinear PDEs: Contributions to nonlinear sciences. Alexandria Engi-

neering Journal. Volume 92, Issue April, p.102-116. 2024. DOI: 10.1016/j.aej.2024.02.045. D1, IF 6.2

→ Chan C.K., Riaz M.B., Rehman A.U., Ewe L.C., Sarwar L.: Dynamics of Jeffrey fl uid fl ow and heat 
transfer: A Prabhakar fractional operator approach. International Journal of Thermofl uids. Vol-

ume 22, Issue May. 2024. DOI: 10.1016/j.ijft.2024.100709. D1

→ Bilal S., Yasir M., Riaz M.B.: Thermal characteristics of Falkner-Skan fl ow of time-dependent 
Maxwell material with varying viscosity and thermal conductivity. International Journal of 
Thermofl uids. Volume 24, Issue November. 2024. DOI: 10.1016/j.ijft.2024.100833. D1

→ Hussain A., Riaz M.B., Dar M.N.R., Cheema W.K., Shfl ot A. S., Malik M. Y.: Unraveling the transform-
ative impact of ternary hybrid nanoparticles on overlapped stenosis with electroosmotic 
vascular fl ow kinetics and heat transfer. Case Studies in Thermal Engineering. Volume 59, Issue 

July. 2024. DOI: 10.1016/j.csite.2024.104589. D1, IF 6.4

→ Imran M., Jhangeer A., Ansari Ali R., Riaz M.B., Ghazwani H.A.: Investigation of space-time dynam-
ics of perturbed and unperturbed Chen-Lee-Liu equation: Unveiling bifurcations and chaotic 
structures. Alexandria Engineering Journal. Volume 97, Issue June, p.283-293. 2024. DOI: 10.1016/j.

aej.2024.04.003. D1, IF 6.2

→ Riaz M.B., Rehman A.U., Martinovič J.: Application of the New Mapping Method to Complex Three 
Coupled Maccari’s System Possessing M-Fractional Derivative. Chaos, Solitons & Fractals. Vol-

ume 6, Issue 3, p.180-191. 2024. DOI: 10.51537/chaos.1414782. D1

→ Bilal S., Yasir M., Riaz M.B.: Numerical heat transfer assessment for rheological aspects of non-
linear thermally radiative fl ow of tangent hyperbolic nanofl uid. International Journal of Ther-

mofl uids. Volume 23, Issue 8. 2024. DOI: 10.1016/j.ijft.2024.100792. D1

→ Bilal S., Yasir M., Riaz M.B.: Hybrid nanofl uid fl ow in chamber containing heated and concen-
trated internal source under the effectiveness of applied magnetic fi eld. International Journal 

of Thermofl uids. Volume 24, Issue November. 2024. DOI: 10.1016/j.ijft.2024.100916. D1

→ Aich W., Adnan A., Abbas W., Riaz M.B., Ahmed M.A., Ben S. L., Ullah K. S.: 

Impacts of nanoscaled metallic particles on the dynamics of ternary 
Newtonian nanofl uid laminar fl ow through convectively heated and 
radiated surface. Case Studies in Thermal Engineering. Volume 53, Issue 

January. 2024. DOI: 10.1016/j.csite.2023.103969. D1, IF 6.4

→ Junaid M.S., Aslam M.N., Khan M.A., Saleem S., Riaz M.B.: Thermal analysis 
of a viscoelastic Maxwell hybrid nanofl uid with graphene and polythio-
phene nanoparticles: Insights from an artifi cial neural network model. 
Alexandria Engineering Journal. Volume 94, Issue May, p.193-211. 2024. DOI: 

10.1016/j.aej.2024.03.029. D1, IF 6.2

→ Klein L., Dvorský J., Seidl D., Prokop L.: Novel lossy compression method of 
noisy time series data with anomalies: Application to partial discharge 
monitoring in overhead power lines. Engineering Applications of Artifi -

cial Intelligence. Volume 133; article no. 108267. 2024. DOI: 10.1016/j.engap-

pai.2024.108267. D1, IF 7.5

→ Ali B., Rehman S.U., Fiaz M., Riaz M.B., Zahid M.: Signifi cance of quadratic 
density variation on the heat transport phenomena in Careau dusty fl u-
id subject to Lorentz force via stretching surface. International Journal of 

Thermofl uids. Volume 22, Issue May. 2024. DOI: 10.1016/j.ijft.2024.100703. 

D1

→ Hussain A., Bilal S., Arshad T., Dar M.N.R., Aljohani A.A., Riaz M.B., Ghith E.: 

Unveiling thermal and hemodynamic effects of aneurysm on abdomi-
nal aorta using power law model and fi nite element analysis. Case Stud-

ies in Thermal Engineering. Volume 60, Issue August. 2024. DOI: 10.1016/j.

csite.2024.104746. D1, IF 6.4

→ Alqahtani B., El-Zahar Essam R., Riaz M.B., Seddek L. F., Ilyas A., Ullah Z., Ak-

gul A.: Computational analysis of microgravity and viscous dissipation 
impact on periodical heat transfer of MHD fl uid along porous radiative 
surface with thermal slip effects. Case Studies in Thermal Engineering. 

Volume 60, Issue August. 2024. DOI: 10.1016/j.csite.2024.104641. D1, IF 6.4

→ Stajić L., Praksová R., Brkić D., Praks P.: Estimation of global natural gas 
spot prices using big data and symbolic regression. Resources Policy. 

Volume 95, Issue August. 2024. DOI: 10.1016/j.resourpol.2024.105144. D1

→ Riaz M.B., Fayyaz M., Rahman R.U., Martinovič J., Tunc O.: Analytical study of 
fractional DNA dynamics in the Peyrard-Bishop oscillator-chain mod-
el. Ain Shams Engineering Journal. Volume 15, Issue 8. 2024. DOI: 10.1016/j.

asej.2024.102864. D1, IF 6.0

→ Bilal S., Asadullah A., Riaz M.B.: Thermofl uidic transport of Williamson 
fl ow in stratifi ed medium with radiative energy and heat source as-
pects by machine learning paradigm. International Journal of Thermo-

fl uids. Volume 24, Issue November. 2024. DOI: 10.1016/j.ijft.2024.100818. D1

D1 
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D1 D1 

Infrastructure Research Lab

→ Jhangeer A., Zahid A., Amjad Z., Raza N., Muhammad T.: Lax pairs and Bäcklund transformations 
for a new (3+1)-dimensional integrable equation utilizing symbolic computation. Ain Shams 

Engineering Journal. Volume 15, Issue 12. 2024. DOI: 10.1016/j.asej.2024.103085. D1, IF 6.0

→ Jhangeer A., Beenish: Study of magnetic fi elds using dynamical patterns and sensitivity anal-
ysis. Chaos, Solitons & Fractals. Volume 182, Issue May. 2024. DOI: 10.1016/j.chaos.2024.114827. D1

→ Jhangeer A., Beenish: Dynamics and wave analysis in longitudinal motion of elastic bars or fl u-
ids. Ain Shams Engineering Journal. Volume 15, Issue 9. 2024. DOI: 10.1016/j.asej.2024.102907. D1, IF 

6.0

→ Majeed Z., Jhangeer A., Mahomed F. M., Zaman F. D.: Computation of dynamic defl ection in thin 
elastic beam via symmetries. Ain Shams Engineering Journal. Volume 1, Issue 12. 2024. DOI: 

10.1016/j.asej.2024.103081. D1, IF 6.0

→ Imran M., Jhangeer A., Ansari Ali R., Riaz M.B., Ghazwani H.A.: Investigation of space-time dynam-
ics of perturbed and unperturbed Chen-Lee-Liu equation: Unveiling bifurcations and chaotic 
structures. Alexandria Engineering Journal. Volume 97, Issue June, p.283-293. 2024. DOI: 10.1016/j.

aej.2024.04.003. D1, IF 6.2

→ Jhangeer A., Alhussain Z. A., Raza N., Farman M.: Study of complex dynamics and novel soliton 
solutions of the Kraenkel-Manna-Merle model describing saturated ferromagnetic materi-
als. Ain Shams Engineering Journal. Volume 15, Issue 12. 2024. DOI: 10.1016/j.asej.2024.103044. D1, 

IF 6.0

→ Rafi q M.H., Raza N., Jhangeer A., Zidan A.M.: Qualitative analysis, exact solutions and symmetry 
reduction for a generalized (2�1)-dimensional KP–MEW-Burgers equation. Chaos, Solitons 

& Fractals. Volume 181, Issue April. 2024. DOI: 10.1016/j.chaos.2024.114647. D1

→ Jhangeer A., Beenish: Ferroelectric frontiers: Navigating phase portraits, chaos, multistability 
and sensitivity in thin-fi lm dynamics. Chaos, Solitons & Fractals. Volume 188, Issue November. 

2024. DOI: 10.1016/j.chaos.2024.115540. D1

→ Jhangeer A., Raza N., Ejaz A., Rafi q M.H., Baleanu D.: Qualitative behavior and variant soliton pro-
fi les of the generalized P-type equation with its sensitivity visualization. Alexandria Engineer-

ing Journal. Volume 104, Issue October, p.292-305. 2024. DOI: 10.1016/j.aej.2024.06.046. D1, IF 6.2

→ Kadlubiak K., Meca O., Říha L., Brzobohatý T.: An approach for dynamically adaptable SIMD vec-
torization of FEM kernels. Computer Physics Communications. Volume 304, Issue November. 

2024. DOI: 10.1016/j.cpc.2024.109319. D1, IF 7.2

Parallel Algorithms Research Lab

→ Sindhu T.N., Colak A.B., Lone S.A., Shafi q A., Abushal T. A.: A decreasing failure rate model with 
a novel approach to enhance the artifi cial neural network‘s structure for engineering and 
disease data analysis. Tribology international. Volume 192, Issue April. 2024. DOI: 10.1016/j.tribo-

int.2023.109231. D1, IF 6.1

→ Kadlubiak K., Meca O., Říha L., Brzobohatý T.: An approach for dynamically adaptable SIMD vec-
torization of FEM kernels. Computer Physics Communications. Volume 304, Issue November. 

2024. DOI: 10.1016/j.cpc.2024.109319. D1, IF 7.2

Modelling for Nanotechnologies Lab

→ Frezza F., Sanchez-Grande A., Canola S., Lamancova A., Mutombo P., Chen Q., 

Waeckerlin Ch., Ernst Karl-Heinz, Muntwiler M., Zema N., Di Giovannantonio 

M., Nachtigallová D., Jelinek P.: Controlling On-Surface Photoactivity: The 
Impact of π-Conjugation in Anhydride-Functionalized Molecules on a 
Semiconductor Surface. Angewandte Chemie – International Edition. Vol-

ume 63, Issue 30. 2024. DOI: 10.1002/anie.202405983. D1

→ Zhang J., Wang J., Cai L., Wang S., Wu K., Sun B., Zheng W., Kershaw S. V., Jia 

G., Zhang X., Rogatch A., Yang X.: Fine-Tuning Crystal Structures of Lead 
Bromide Perovskite Nanocrystals through Trace Cadmium(II) Doping 
for Effi cient Color-Saturated Green LEDs. Angewandte Chemie – Interna-

tional Edition. Volume 63, Issue 26. 2024. DOI: 10.1002/anie.202403996. D1

→ Fan K., Sergeeva K.A., Sergeev A.A., Zhang Lu, Chan Ch.C.S., Li Zhuo, Zhong 

Xiaoyan, Kershaw S.V., Liu Junwei, Rogatch A., Wong Kam Sing: Slow 
Hot-Exciton Cooling and Enhanced Interparticle Excitonic Coupling in 
HgTe Quantum Dots. ACS Nano. 18; 27; s.18011-18021. 2024. DOI: 10.1021/

acsnano.4c05061. D1, IF 15.8

→ Sergeeva K. A., Zhang H., Portniagin A.S., Bossavit E., Mu G., Kershaw S. V., 

Ithurria S., Guyot-Sionnest P., Keuleyan S., Delerue Ch., Tang X., Rogatch A., 

Lhuillier E.: The Rise of HgTe Colloidal Quantum Dots for Infrared Opto-
electronics. Advanced Functional Materials. Volume 34, Issue 39. 2024. DOI: 

10.1002/adfm.202405307. D1, IF 18.5

→ Padinjareveetil A. K. K., Pykal M., Bakandritsos A., Zbořil R., Otyepka M., 

Pumera M.: Real Time Tracking of Nanoconfi ned Water-Assisted Ion 
Transfer in Functionalized Graphene Derivatives Supercapacitor 
Electrodes. Advanced Science. Issue August, p.1-18. 2024. DOI: 10.1002/

advs.202307583. D1, IF 14.3

→ Ahmad R., Zhang Y., Navrátil J., Błoński P. S., Zdražil L., Kalytchuk S., Naldoni 

A., Rogatch A., Otyepka M., Zbořil R., Kment Š.: Band engineering in iron 
and silver co-doped double perovskite nanocrystals for selective pho-
tocatalytic CO2 reduction. Journal of Materials Chemistry A. Volume 12, 

Issue 34, p.23035-23048. 2024. DOI: 10.1039/d4ta00676c. D1, IF 10.8

→ Grabarics M., Mallada B., Edalatmanesh S., Jimenez-Martin A., Pykal M., On-

dráček M., Kührová P., Struwe W. B., Banáš P., Rauschenbach S., Jelínek P., de 

la Torre B.: Atomically resolved imaging of the conformations and ad-
sorption geometries of individual. Nature Communications. Volume 15, 

Issue 1. 2024. DOI: 10.1038/s41467-024-53555-0. D1, IF 14.7

→ Chen Pei-Gang, Gao H., Tang B., Jin W., Rogatch A., Lei D.: Universal Chi-
ral-Plasmon-Induced Upward and Downward Transfer of Circular Di-
chroism to Achiral Molecules. Nano Letters. Volume 24, Issue 8, p.2488-

2495. 2024. DOI: 10.1021/acs.nanolett.3c04219. D1, IF 9.6

→ Wu Y., Liu Y., Fiuza-Maneiro N., Gomez-Grana S., Imran M., Polavarapu L., 

Rogatch A., Li X., Zeng H.: Amine-Free CsPbBr3 Perovskite Nanoplatelets 
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D1 

Produced with Monolayer-Precision Thickness Control. ACS Materials Letters. Volume 6, Issue 6, 

p.2425-2433. 2024. DOI: 10.1021/acsmaterialslett.4c00670. D1, IF 9.9

→ Zdražil L., Cadranel A., Medved M., Otyepka M., Zbořil R., Guldi Dirk M.: Designing carbon dots for 
enhanced photo-catalysis: Challenges and opportunities. Chem. Volume 10, Issue 9, p.2700-

2723. 2024. DOI: 10.1016/j.chempr.2024.07.018. D1, 19.1

→ Zou G., Zhu Z., Zeng Z., Guan Z., Zhang N., Jiang W., Chen Z., Wu Y., Chen D., Lin F. R., Tsang Sai-Wing, 

Lee Chun-Sing, Rogatch A., Jen Alex K. -Y., Yip Hin-Lap: Self-Organized Carbazole Phosphonic 
Acid Additives at Buried Interface Enhance Effi ciency of Blue Perovskite LEDs. ACS Energy Let-

ters. Volume 9, Issue 9, p.4715-4723. 2024. DOI: 10.1021/acsenergylett.4c01674. D1, 19.5

→ Tepliakov N. V., Sokolova A. V., Tatarinov D. A., Zhang X., Zheng W., Litvin A. P., Rogatch A.: Trap-Me-
diated Sensitization Governs Near-Infrared Emission from Yb3+-Doped Mixed-Halide CsPbCl x 
Br3-x Perovskite Nanocrystals. Nano Letters Volume 24, Issue 11, p.3347-3354. 2024. DOI: 10.1021/

acs.nanolett.3c04881. D1, IF 9.6

→ Zhao X., Li Wan-Peng, Cao Y., Portniagin A., Tang B., Wang S., Liu Q., Yu Denis Y.W., Zhong X., Zheng X., 

Rogatch A.: Dual-Atom Co/Ni Electrocatalyst Anchored at the Surface-Modifi ed Ti3C2T x MX-
ene Enables Effi cient Hydrogen and Oxygen Evolution Reactions. ACS Nano. Volume 18, Issue 5, 

p.4256-4268. 2024. DOI: 10.1021/acsnano.3c09639. D1, IF 15.8

→ Fu Z., Guo X., Zhang X., Legut D., Zhang D.: Towards rational design of organic copper corrosion 
inhibitors: High-throughput computational evaluation of standard adsorption Gibbs energy. 
Corrosion Science. Volume 227, Issue February. 2024. DOI: 10.1016/j.corsci.2023.111783. D1, IF 7.4

→ Li X., Wang S., Zhang D., Li P., Chen Z., Chen A., Huang Z., Liang G., Rogatch A., Zhi Ch.: Perovskite 
Cathodes for Aqueous and Organic Iodine Batteries Operating Under One and Two Electrons 
Redox Modes. Advanced Materials. Volume 36, Issue 4. 2024. DOI: 10.1002/adma.202304557. D1, IF 

27.4

→ Chen K., Chen B., Xie L., ; Li X., Chen X., Lv N., Zheng K., Liu Z., Pi H., Lin Z., Rogatch A.: Organic-In-
organic Copper Halide Compound with a Near-Unity Emission: Large-Scale Synthesis and 
Diverse Light-Emitting Applications. Advanced Functional Materials. Volume 34, Issue 10. 2024. 

DOI: 10.1002/adfm.202310561. D1, IF 18.5

→ Tuchin V. S, Stepanidenko E. A., Vedernikova A. A., Cherevkov S. A., Li D., Li L., Doering A., Otyep-

ka M., Ushakova E. V., Rogatch A.: Optical Properties Prediction for Red and Near-Infrared 
Emitting Carbon Dots Using Machine Learning. Small. Volume 20, Issue 29. 2024. DOI: 10.1002/

smll.202310402. D1, IF 13.0

→ Yu R., Liu Z., Legut D., Sun J., Zhang Q., Francisco J. S., Zhang R.: Highly Effi cient and Selective Ni-
trogen Reduction Reaction Catalysis of Cluster-Modifi ed MXene Nanosheets. ACS Catalysis. 

Volume 14, Issue 14, p.10568-10582. 2024. DOI: 10.1021/acscatal.4c01369. D1, IF 11.7

→ Thielemann-Kühn N., Amrhein T., Bronsch W., Jana S., Pontius N., Engel R.Y., Miedema P.S., Legut D., 

Carva K., Atxitia U., van Kuiken B.E., Teichmann M., Carley R.E., Mercadier L., Yaroslavtsev A., Mer-

curio G., Le Guyader L., Agarwal N., Gort R., Scherz A., Dziarzhytski S., Brenner G., Pressacco F., Wang 

R.-P., Schunck J.O., Sinha M., Beye M., Chiuzbăian G.S., Oppeneer P.M., Weinelt M.: Optical control of 
4f orbital state in rare-earth metals. Science Advances. Volume 10, Issue 16. 2024. DOI: 10.1126/

sciadv.adk9522. D1, IF 11.7

→ Ding P., Chen D., Tamtaji M., Hu S., Qammar M., Ko Pui K., Sergeev A. A., Zou B., Tang B., Wong K.S., 

Guo L., Chen G., Rogatch A., Halpert J. E.: Intense Circular Dichroism and Spin Selectivity in AgBiS2 

D1 

Nanocrystals by Chiral Ligand Exchange. Advanced Materials. Volume 36, 

Issue 52. 2024. DOI: 10.1002/adma.202410087. D1, IF 27.4

→ Mou N., Tang B., Han B., Yu J., Zhang D., Bai Z., Zhong M., Xie B., Zhang Z., Deng 

S., Rogatch A., Hu J., Guan J.: Large-Area Perovskite Nanocrystal Metas-
urfaces for Direction-Tunable Lasing. Nano Letters. Volume 24, Issue 40, 

p.12676-12683. 2024. DOI: 10.1021/acs.nanolett.4c03921. D1, IF 9.6

→ Samiei S., Soheyli E., Vighnesh K., Nabiyouni G., Rogatch A.: Exploring CsP-
bX3 (X = Cl, Br, I) Perovskite Nanocrystals in Amorphous Oxide Glasses: 
Innovations in Fabrication and Applications. Small. Volume 20, Issue 17. 

2024. DOI: 10.1002/smll.202307972. D1, IF 13.0

→ Manna D., Lo R., Vacek J., Miriyala V.M., Bour P., Wu T., Osifova Z., Nachtigall-

ová D., Dracinsky M., Hobza P.: The Stability of Hydrogen-Bonded Ion-Pair 
Complex Unexpectedly Increases with Increasing Solvent Polarity. An-

gewandte Chemie – International Edition. Volume 63, Issue 20. 2024. DOI: 

10.1002/anie.202403218. D1

→ Huang Q., Yin W., Gao B., Zeng Q., Yao D., Zhang H., Zhao Y., Zheng W., Zhang 

J., Yang X., Zhang X., Rogatch A.: Enhancing crystal integrity and structur-
al rigidity of CsPbBr3 nanoplatelets to achieve a narrow color-saturat-
ed blue emission. Light: Science and Applications. Volume 13, Issue 1. 2024. 

DOI: 10.1038/s41377-024-01441-1. D1

→ Fu Z., Hai G., Ma X.-X., Legut D., Zheng Y., Chen X.: Rational design of MX-
ene-based vacancy-confi ned single-atom catalyst for effi cient oxygen 
evolution reaction. Journal of Energy Chemistry. Volume 98, Issue No-

vember, p.663-669. 2024. DOI: 10.1016/j.jechem.2024.07.014. D1, IF 14.0

→ Zhao X., Wang S., Cao Y., Li Y., Portniagin A.S., Tang B., Liu Q., Kasak P., Zhao 

T., Zheng X., Deng Y., Rogatch A.: High-Density Atomic Level Defect Engi-
neering of 2D Fe-Based Metal-Organic Frameworks Boosts Oxygen and 
Hydrogen Evolution Reactions. Advanced Science. Volume 11, Issue 47. 

2024. DOI: 10.1002/advs.202405936. D1, IF 14.3

→ Sergeeva K. A., Hu S., Sokolova A. V., Portniagin A. S., Chen D., Kershaw S. 

V., Rogatch A.: Obviating Ligand Exchange Preserves the Intact Surface 
of HgTe Colloidal Quantum Dots and Enhances Performance of Short 
Wavelength Infrared Photodetectors. Advanced Materials. Volume 36, 

Issue 17. 2024. DOI: 10.1002/adma.202306518. D1, IF 27.4

→ Fu Z., Zhang X., Guo X., Legut D., Zhang D.: Understanding atomic inter-
action between cuprous oxide fi lm and aggressive chloride solution. 
Corrosion Science. Volume 227, Issue February. 2024. DOI: 10.1016/j.cors-

ci.2023.111718. D1, IF 7.4

→ Di Vizio B., Mosconi D., Blanco M., Tang P., Nodari L., Tomanec O., Otyepka M., 

Pollastri S., Livraghi S., Chiesa M., Granozzi G., Agnoli S.: Enhanced selective 
oxidation of ethylarenes using iron single atom catalysts embedded in 
Nitrogen-Rich graphene. Chemical engineering journal. Volume 499, Is-

sue November. 2024. DOI: 10.1016/j.cej.2024.156299. D1, IF 13.4
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D1 

→ Chen W., Xiao H., Zhang M., Wang C., Chen J., Mao R., Jiang L., Hsu Hsien-Yi, Buntine M. A., Shao Z., 

Yang X., Li Ch., Rogatch A., Jia G.: Deciphering Surface Ligand Density of Colloidal Semiconductor 
Nanocrystals: Shape Matters. Journal of the American Chemical Society. Volume 146, Issue 42, p. 

29104-29114. DOI: 10.1021/jacs.4c09592. D1, IF 14.5

→ Sharma A., Eadi Sunil B., Noothalapati H., Otyepka M., Lee H.-D., Jayaramulu K.: Porous materials 
as effective chemiresistive gas sensors. Chemical Society Reviews. Volume 53, Issue 5, p.2530-

2577. DOI: 10.1039/d2cs00761d. D1, IF 40.4

→ Nalepa M.-A., Panáček D., Dědek I., Jakubec P., Kupka V., Hrubý V., Petr M., Otyepka M.: Graphene 
derivative-based ink advances inkjet printing technology for fabrication of electrochem-
ical sensors and biosensors. Biosensors and Bioelectronics. Volume 256, Issue July. 2024. DOI: 

10.1016/j.bios.2024.116277. D1, IF 10.7

→ Portniagin A. S., Sergeev A. A., Sergeeva K. A., Wang S., Li Z., Ning J., Chan Ch. C.S., Kershaw S. V., 

Zhong X., Wong K. S., Rogatch A.: Removing Cadmium Impurities from Cation-Exchange-Derived 
CuInSe2/CuInS2 Nanorods for Enhanced Infrared Emission and Photodetection. Advanced 

Functional Materials. Volume 34, Issue 34. 2024. DOI: 10.1002/adfm.202400942. D1, IF 18.5

→ Zoppellaro G., Medved M., Hruby V., Zbořil R., Otyepka M., Lazar P.: Solvent Controlled Generation 
of Spin Active Polarons in Two-Dimensional Material under UV Light Irradiation. Journal of the 

American Chemical Society. Volume 146, Issue 22, p.15010–15018. DOI: 10.1021/jacs.3c13296. D1, 

IF 14.5

→ Kment Š., Bakandritsos A., Tantis I., Kmentova H., Zuo Y., Henrotte O., Naldoni A., Otyepka M., Var-

ma R.S., Zbořil R.: Single Atom Catalysts Based on Earth-Abundant Metals for Energy-Related 
Applications. Chemical Reviews. Volume 124, Issue 21, p.11767-11847. 2024. DOI: 10.1021/acs.chem-

rev.4c00155. D1, IF 51.5

→ Vighnesh K., Sergeev A. A., Hassan Md S., Portniagin A. S., Sokolova A. V., Zhu D., Sergeeva K. A., Ker-

shaw S. V., Wong K. S., Rogatch A.: Red-Emitting CsPbI3/ZnSe Colloidal Nanoheterostructures 
with Enhanced Optical Properties and Stability. Small. Volume 20, Issue 40. 2024. DOI: 10.1002/

smll.202400745. D1, IF 13.0

→ Wang M., Langer M., Altieri R., Crisci M., Osella S., Gatti T.: Two-Dimensional Layered Heterojunc-
tions for Photoelectrocatalysis. ACS Nano. Volume 18, Issue 13, p.9245-9284. 2024. DOI: 10.1021/

acsnano.3c12274. D1, IF 15.8

→ Qiu D., Cheng M., Stadlbauer P., Chen J., Langer M., Zang X., Gao Q., Ju H., Šponer J., Mergny J.-L., 

Monchaud D., Zhou J.: Topology of DNA G-Quadruplexes Can Be Harnessed in Holliday Junc-
tion-Based DNA Suprastructures to Control and Optimize Their Biocatalytic Properties. 
ACS Catalysis. Volume 13, Issue 16, p.10722-10733. DOI: 10.1021/acscatal.3c02818. D1, IF 11.7

→ Tang B., Wei Q., Wang S., Liu H., Mou N., Liu Q., Wu Y., Portniagin A. S., Kershaw S. V., Gao Xiaoqing ; Li 

M., Rogatch A.: Ultraviolet Circularly Polarized Luminescence in Chiral Perovskite Nanoplate-
let-Molecular Hybrids: Direct Binding Versus Effi cient Triplet Energy Transfer. Small. Volume 

20, Issue 25. 2024. DOI: 10.1002/smll.202311639. D1, IF 13.0

→ Panáček D., Belza J., Hochvaldová L., Baďura Z., Zoppellaro G., Šrejber M.,Malina T., Šedajová V., Pa-

loncýová M., Langer R., Zdražil L., Zeng J., Li L., Zhao E., Chen Z., Xiong Z., Li R., Panáček A., Večeřová 

R., Kučová P., Kolář M., Otyepka M., Bakandritsos A., Zbořil R.: Single Atom Engineered Antibiotics 
Overcome Bacterial Resistance. Advanced Materials. Volume 36, Issue 50. 2024. DOI: 10.1002/

adma.202410652. D1, IF 27.4

D1 

Quantum Computing Lab

→ Le Anh T., Tran D.-H., Le Chi-Bao, Tin Phu T., Nguyen Tan N., Ding Z., Poor H. 

V., Vozňák M.: Power Beacon and NOMA-Assisted Cooperative IoT Net-
works With Co-Channel Interference: Performance Analysis and Deep 
Learning Evaluation. IEEE transactions on mobile computing. Volume 23, 

Issue 6, p.7270-7283. 2024. DOI: 10.1109/TMC.2023.3333764. D1, IF 7.7

→ Fazio P., Mehić M., Vozňák M.: Load Monitoring and Appliance Recogni-
tion Using an Inexpensive, Low-Frequency, Data-to-Image, Neural 
Network, and Network Mobility Approach for Domestic IoT Systems. 
IEEE Internet of Things Journal. Volume 11, Issue 8, p.13961-13979. 2024. DOI: 

10.1109/JIOT.2023.3340423. D1, IF 8.2

→ Nguyen Tan N., Tu L.-T., Fazio P., Van Ch. T., Le Cuong V., Binh Huynh Thi T., 

Vozňák M.: On the Dilemma of Reliability or Security in Unmanned Aerial 
Vehicle Communications Assisted by Energy Harvesting Relaying. IEEE 

Journal on Selected Areas in Communications. Volume 42, Issue 1, p.52-67. 

2024. DOI: 10.1109/JSAC.2023.3322756. D1, IF 13.8

→ Klein L., Zelinka I., Seidl D.: Optimizing parameters in swarm intelligence 
using reinforcement learning: An application of Proximal Policy Optimi-
zation to the iSOMA algorithm. Swarm and Evolutionary Computation. Vol-

ume 85, article no. 101487. 2024. DOI: 10.1016/j.swevo.2024.101487. D1, IF 8.2

→ Lampartová A., Lampart M.: Exploring diverse trajectory patterns in non-
linear dynamic systems. Chaos, Solitons & Fractals. Volume 182, Issue May. 

2024. DOI: 10.1016/j.chaos.2024.114863. D1

→ Le Chi-Bao, Do Dinh-Thuan, Vozňák M.: Secure transmission in backhaul 
NOMA systems: A physical layer security design with untrusted user 
and eavesdropper. Digital Communications and Networks. Volume 10, 

Issue 4, p.1001-1013. 2024. DOI: 10.1016/j.dcan.2022.12.005. D1, IF 7.5

→ Tin P.T., Nguyen M.V., Tran D., Nguyen C.T., Chatzinotas S., Ding Z., Vozňák M.: 

Performance Analysis of User Pairing for Active RIS-Enabled Cooperative 
NOMA in 6G Cognitive Radio Networks. IEEE Internet of Things Journal. Vol-

ume 11, Issue 23, p.37675-37692. 2024. DOI: 10.1109/JIOT.2024.3439377. D1, IF 8.2

→ Mehić M., Michalek L., Dervisevic E., Burdiak P., Plakalovic M., Rozhon J., Ma-

hovac N., Richter F., Kaljic E., Lauterbach F., Njemcevic P., Maric A., Hamza M., 

Fazio P., Vozňák M.: Quantum Cryptography in 5G Networks: A Compre-
hensive Overview. IEEE Communications Surveys and Tutorials. Volume 

26, Issue 1, p.302-346. 2024. DOI: 10.1109/COMST.2023.3309051. D1, IF 34.4

→ Nguyen C.T., Saputra Y.M., Huynh N.V., Nguyen T.N., Hoang D.T., Nguyen D.N., 

Pham V., Vozňák M., Chatzinotas S., Tran D.: Emerging Technologies for 6G 
Non-Terrestrial-Networks: From Academia to Industrial Applications. 
IEEE Open Journal of the Communications Society. Volume 5, p.3852-3885. 

2024. DOI: 10.1109/OJCOMS.2024.3418574. D1, IF 6.3
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Results of the last evaluation based on the M1 module 

of the RIV 2017+ Methodology rated with grades 1–3

Advanced Data Analysis and Simulations Lab

→ Svatoň V., Šurkovský M., Drábek L., Glembek O., Černocký J., Schwarz P., 

Polenka E., Hlaváček M., Kukučka J., Ťupa O., Rygl J., Vrbecká D., Vostřelová 

K., Müller L., Tihelka D., Matoušek J., Zahradil J.: HCHB-F Voice chatbot for 
emergency call reception. fi nal version. Reg. no.: 007/27-05-2022_SW. 

2022. Software. (grade 2) 

→ Martinovič T., Klein L.: Contactless detection of partial discharges. Reg. 

no.: 008/29-09-2021_SW. 2021. Software.. (grade 2)

→ Zitzlsberger G.: rsdtlib: Remote Sensing with Deep-Temporal Data Li-
brary. Reg. no.: 036/19-12-2022_SW. 2022. Software. (grade 3)

→ Křenek J., Konvička J., Svatoň V., Martinovič J., Vondrák V.: High-End Appli-
cation Execution Middleware v3. Reg. no.: 023/13-12-2022_SW. 2022. Soft-

ware. (grade 3)

Infrastructure Research Lab and Parallel Algorithms Research Lab

→ Hrabánková M., Meca O., Jaroš M., Brzobohatý T., Říha L., Strakoš P.: Paral-
lel conversion of unstructured mesh results into a structured mesh for 
volume rendering purposes. Reg. no.: 029/14-12-2022_SW. 2022. Software. 

(grade 2)

Modelling for Nanotechnologies Lab

→ Baldini E., Belvin Carina A., Rodriguez-Vega M., Ozel I.O., Legut D., Kozlo-

wski A., Oles A. M., Parlinski K., Piekarz P., Lorenzana J., Fiete G.A., Gedik N.: 

Discovery of the soft electronic modes of the trimeron order in magne-
tite. Nature Physics. 2020. DOI: 10.1038/s41567-020-0823-y. (D1, IF 20.034, 

grade 1)

→ Wang T., Legut D., Fan Y., Qin J., Li X., Zhang Q.: Building Fast Diffusion 
Channel by Constructing Metal Sulfi de/Metal Selenide Heterostruc-
tures for High-Performance Sodium Ion Batteries Anode. Nano Letters. 

2020. DOI: 10.1021/acs.nanolett.0c02595. (D1, IF 11.189, grade 1)

The Barbora 

supercomputer
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Advanced Data Analysis 
and Simulations Lab
Head of Lab: Dr Jan Martinovič / Number of employees 37.51 FTE

Infrastructure 
Research Lab  
Head of Lab: Doc. Lubomír Říha  / Number of employees: 17.91 FTE

→ Launch of the AVITHRAPID project, aimed at developing a range of 

small-molecule antivirals that can be rapidly designed and used for treat-

ing infectious diseases.

→ The lab, in collaboration with the International Clinical Research Center and 

Masaryk University, launched a new web server, AggreProt, for predicting 

protein aggregation.

→ Continued development of the LEXIS platform, the HPC-as-a-Service in-

terface HEAppE, the Floreon+ system, the HyperQueue scheduler, and the 

development of a voice assistant for emergency calls

→ Completion and successful defence of the EuroHPC LIGATE, IO-SEA, and 

ACROSS projects, as well as the H2020  EVEREST project, including the suc-

cessful evaluation of the Czech parts of the EuroHPC projects.

→ The LIGATE project successfully demonstrated a comprehensive computa-

tional workfl ow for drug discovery, carried out through the LEXIS platform 

using four supercomputers simultaneously, thus validating the key features 

of this platform.

→ Successful completion of activities carried out under the ESA-TEP 4 indus-

trial contract and the AIOPEN project funded in cooperation with the Euro-

pean Space Agency.

→ Launch of the EOSC ENTRUST project, which aims to create a network of se-

cure research environments for working with sensitive data and to support 

Europe’s interoperability through a shared framework for data access and 

analysis.

→ Jan Martinovič became the leader of the Data Management working group 

for artifi cial intelligence and machine learning within the EOSC CZ initiative. 

→ Continued collaboration with Fondazione LINKS on the B-CRATOS project 

under an industrial contract.

→ Collaboration with Apollo Data on the EyeERP project — a comprehensive 

ERP system for ophthalmology clinics with the mobile app MojeOči for per-

forming and AI-based analysis of eye tests (funded under OP TAC).

→ Completion of the Center of Energy and Environmental Technologies pro-

ject, supported by the TA CR THÉTA programme, in which the lab contribut-

ed, for example, by developing interactive software.

→ Organisation of 17 training activities under the EOSC Training Centre.

→ Co-authorship of the  Industry 4.0: The Foundation of the Economic Trans-

formation of the Czech Republic publication by Vladimír Mařík, Robert Keil, 

and colleagues.

→ IT4Innovations became a partner in the EuroHPC Centre of Excellence fo-

cused on performance optimisation and productivity (POP3), which con-

centrates on analysing the performance and effi ciency of HPC applications. 

The aim is to provide services to all computing system users and SMEs. 

Collaboration continues within the MaX (optimisation and development 

of HPC applications in materials science) and SPACE (optimisation and de-

velopment of HPC applications for astrophysics and cosmology research) 

Centres of Excellence.

→ The FALCON project was launched, aiming to increase the competitiveness 

of the European aerospace industry by improving aircraft aerodynamics. 

Airbus is among the project partners.

→ The EPICURE project was launched to support users in optimising the de-

ployment of their applications on supercomputers. The team provides 

support ranging from optimising the deployment of existing codes to code 

optimisation and porting to GPU accelerators.

→ Collaboration began with EXELIZ Solutions under an industrial contract for 

deploying the comprehensive MERIC Energy Effi ciency HPC SW Suite, de-

veloped at IT4Innovations, to monitor and control electricity consumption 

of HPC clusters on the Portuguese EuroHPC Deucalion system.

→ The  Advanced Visualisation of Medical Data Using AI project was launched, 

supported by the OP TAC (MIT CR), in collaboration with Misterine.

→ Development of new LATEST (analysis of GPU accelerator behaviour) and 

SPACE Converter (processing and visualisation of large data sets from as-

trophysical simulations) software tools. Ongoing work on long-term tools 

such as MERIC, ESPRESO, and MESIO, as well as services on the IT4Innova-

tions infrastructure like Medical as a Service and Rendering as a Service.

→ Collaboration with the Fraunhofer Institute for Chemical Technology ICT on 

developing a new methodology for segmenting and evaluating diffusion 

coatings for steel surface treatment.

→ Co-organisation of two workshops at the international PPAM24 conference 

– the fi rst focused on RISC-V and the second on energy effi ciency in HPC.

→ Initiation of collaboration with Argonne National Laboratory in scientif-

ic data visualisation and with Oak Ridge National Laboratory within the 

ExaDigit initiative dedicated to digital twins of data centres and HPC infra-

structure.

→ Collaboration with the Faculty of Materials Science and Technology of 

VSB-TUO on the  Integration of Holographic and Data Security Protection 

project, funded by TA CR.

Significant 

activities:

Significant 

activities:

The lab focuses on advanced data analysis, research, and development in the 

fi eld of co-designing HPC, HPDA, and cloud technologies to enhance industry 

and society, programming models for HPDA, artifi cial intelligence, modelling, 

simulations, and application of dynamical systems.

The lab specialises in parallel application development and acceleration, code 

analysis, performance and scalability optimisation, HPC energy effi ciency, 

services for infrastructure users, medical data processing, scientifi c data visu-

alisation, and virtual and augmented reality.
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Parallel Algorithms 
Research Lab 
Head of Lab: Dr Tomáš Karásek  / Number of employees: 13.97 FTE

Modelling for 
Nanotechnologies Lab 
Head of Lab: Prof. Michal Otyepka   / Number of employees: 18.57 FTE

→ Collaboration on the FALCON project, which aims to increase the competi-

tiveness of the European aerospace industry by focusing on fl uid-structure 

interaction phenomena during aircraft development to improve aerody-

namics. Development of a hybrid surrogate model for fl uid-structure inter-

action tasks.

→ Collaboration with more than ten companies and start-ups from various 

sectors within the services of the National Competence Centre in HPC 

(EuroCC 2 project). Supercomputers contributed to accelerating innovation 

and development in healthcare, the automotive industry, glassmaking, 

manufacturing, energy, the rail industry, and materials development.

→ Collaboration with the  G-Team and Bellmer companies under industrial 

contracts. Provision of expert consulting for Porsche and implementation 

of a proof-of-concept with VALVEA.

→ Consulting services for companies and assistance with preparing project 

proposals under the FFplus call funded by EuroHPC JU.

→ Collaboration on the REFRESH project – development of automated sim-

ulation workfl ows and surrogate models for proton exchange membrane 

fuel cells.

→ Long-term collaboration with Fraunhofer ICT and the launch of the Flexible 

Manufacturing Approach for Recyclable High-Performance Biobased Com-

posite Moulds (FutureMold) joint project, supported by the TA CR SIGMA 

programme.

→ Launch of the Optimisation of Design and Manufacturing Processes for 

Vertical Pumps Using Modern Technologies project, supported by the TA CR 

TREND programme.

→ Within the European Digital Innovation Hub Ostrava (EDIH Ostrava), sever-

al sub-projects were implemented across different industries, focusing on 

solving specifi c industrial challenges using advanced computational mod-

elling, simulations, and prototyping techniques.

→ Anum Shafi q participated as an invited speaker and a member of the tech-

nical programme committee at the 8th International Conference on Me-

chanics, Mathematics and Applied Physics (ICMMAP 2024) in Dalian, China.

→ A unique pathway for developing a new generation of antibiotics that are 

not only effective against a wide range of bacteria but can also reliably pre-

vent the development of bacterial resistance was discovered by scientists 

from Palacký University Olomouc and VSB-TUO, in collaboration with col-

leagues from China.

→ Implementation of the Experimental and theoretical studies of near-

- infrared-emitting and chiral carbon dot luminophores project, supported 

by the Global Experts programme of the Moravian-Silesian Region.

→ Organisation of the NANOLUMCAT workshop under the auspices of the 

Global Experts programme.

→ Collaboration on the international EXA4MIND project and national projects 

such as REFRESH (Ministry of the Environment of the Czech Republic), Infl u-

ence of Thermoelectric Effects on Spin-Orbital Torques in 2D van der Waals 

Materials (Ministry of Education), and projects funded by the Czech Science 

Foundation – Magnetism at interfaces: from quantum to reality, Novel 

thermoelectric, thermovoltaic, and phonoelectric heat conversion systems 

based on nitrides semiconductors, Magnetoelasticity of non-cubic materi-

als in spin-lattice dynamic simulations.

→ The cover of the Journal of the American Chemical Society (JACS) featured 

a joint research project by scientists from CATRIN, Palacký University Olo-

mouc, and VSB-TUO. Together, they discovered a new way to infl uence the 

properties of fl uorographene using UV light.

→ Completion of the Unconventional Superconductors under Extreme Con-

ditions project, supported by the Czech Science Foundation. Experimen-

talists from Charles University and theorists from VSB-TUO collaborated 

on the research of the complex phase diagram of the UTe₂ compound and 

related compounds using a combination of experimental measurements 

and current theoretical ab initio calculations of thermal expansion, magne-

tostriction, heat capacity, magnetisation, elastic constants, and electrical 

transport of unconventional superconductors under multi-extreme condi-

tions.

Significant 

activities:

The lab is primarily focused on providing support for industry. The research 

team conducts applied research in developing scalable algorithms and HPC 

libraries, numerical modelling and simulations in combination with AI, substi-

tution models, and digital twins in engineering applications.

The lab focuses on design, computer modelling, preparation, and experimen-

tal characterisation in advanced nanomaterials and nanotechnology.
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Quantum Computing Lab 
Head of Lab: Prof. Marek Lampart  / Number of employees: 5.81 FTE

→ Installation of the NVIDIA CUDA Quantum simulator on the Barbora and 

Karolina supercomputers. On a single GPU of the Karolina supercomputer, 

it enables the simulation of 30 qubits.

→ Collaboration on the international  CZQCI – Czech National Quantum Com-

munication Infrastructure (Digital Europe) project, the national  REFRESH 

and Network Cybersecurity in Post-Quantum Era projects.

→ Publication of the Industry 4.0: The Foundation of the Economic Transfor-

mation of the Czech Republic book by Vladimír Mařík, Robert Keil, and col-

leagues, co-authored by Vít Vondrák, Marek Lampart, Michal Podhorányi, 

Kateřina Slaninová, and Ivan Zelinka from IT4Innovations.

→ Organisation of quantum computing training for ČEPS and the National 

Agency for Communication and Information Technologies.

→ The laboratory organised a number of educational events, including semi-

nars focused on quantum computing, which generated signifi cant interest 

in 2024. A total of 254 participants attended these trainings.

→ Paulina Lewandowska received the award for the Best PhD Thesis in Quan-

tum Information defended in Poland, granted by the National Quantum 

Information Centre (KCIK, a research organisation comprising twelve Polish 

institutions), for her Validation Methods for Modern Quantum Architec-

tures thesis.

→ Presentation of the Quantum Computing Laboratory at the Global Quan-

tum Symposium 2024, an interview for the Embassy of the Czech Republic 

in Bern, and representation at the Czech-Japan Workshop on Quantum In-

formation in Tokyo, Japan.

Significant 

activities:

The lab focuses on developing new algorithms for quantum computers and 

simulators, including their practical applications, quantum error correction, 

research in quantum technologies, communication, cryptography, optimisa-

tion, and machine learning.
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07
EDUCATIONAL AND TRAINING 
ACTIVITIES

IT4Innovations has long been involved in various educational and training 

activities. Our experts teach VSB – Technical University of Ostrava students 

within MSc and PhD study programmes. In 2024, IT4Innovations organised 

39 training courses, seminars, and workshops dedicated to HPC, HPDA, 
QC, AI, and digital skills development as part of professional education.

Another 17 events were held within the EOSC-CZ Training Centre, where 

IT4Innovations coordinates the education of a broad scientifi c community 

in the Czech Republic on specialised topics in open science and FAIR data.

Experts from IT4Innovations are actively involved in educational activities 

within PhD study programmes. The ongoing Computational Sciences PhD 

study programme guaranteed by IT4Innovations was attended by four stu-

dents in 2024, three of whom successfully completed their studies. In other 

PhD study programmes guaranteed by the Faculty of Electrical Engineering 

and Computer Science of VSB-TUO, our colleagues acted as supervisors for 

six students in the Computational Sciences study programme and three stu-

dents in the Informatics and Computational Sciences study programme.

In the Computational and Applied Mathematics MSc study programme, ex-

perts from IT4Innovations provide instruction in subjects focused on HPC. The 

programme is guaranteed by the Department of Applied Mathematics of the 

Faculty of Electrical Engineering and Computer Science of VSB-TUO. Students 

of this and other MSc study programmes are also offered the Introduction to 
Quantum Computing course. In 2024, the Faculty of Materials Science and 

Technology of VSB-TUO prepared the new Computational Technologies in 
Materials Science MSc study programme, in which IT4Innovations will pro-

vide instruction in several courses, for accreditation.

IT4Innovations is a member of an international consortium implementing the 

fi rst pan-European Master’s study programme focused purely on high-per-

formance computing – EUMaster4HPC. The consortium, led by the Univer-

sity of Luxembourg, includes universities and research and supercomputing 

centres. The MSc study programmes started in the 2022 winter semester. In 

2024, the fi rst 18 students successfully completed their studies. Graduates are 

fi nding careers in fast-growing fi elds such as high-performance computing, 

advanced data analytics, and artifi cial intelligence. In 2024, IT4Innovations, 

in cooperation with the Vienna Scientifi c Cluster, a research centre of Vienna 

University of Technology, and MathWorks corporation, organised a summer 

school called HPC in Data Science for the students of the second cohort. It 

was attended by 40 fi rst-year students from this study programme and 6 oth-

er MSc and PhD students from various European universities. 

Educational Activities
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IT4Innovations supports the Czech and international scientifi c community 

and its users by organising courses, tutorials, workshops, and other training 

events. The primary objective of these activities is to broadly enhance users’ 

competencies in terms of effi cient use of the unique IT4Innovations super-

computing infrastructure. IT4Innovations is also actively involved in raising 

awareness and developing knowledge in the areas of HPC, HPDA, AI, and 

quantum computing in the Czech Republic and abroad. The training activi-

ties are aimed at a wide range of participants from the academic environment 

and representatives of industrial and commercial entities interested in the 

effective use of advanced computing technologies. 

The training activities are open to the European community through interna-

tional projects in which IT4Innovations is involved, such as EuroCC 2, EPICURE, 

SPACE, POP and MaX Centres of Excellence, EDIH Ostrava, and others. The-

matically, the courses offered by IT4Innovations focus on computer systems 

and their architecture, programming techniques and tools, libraries, and ap-

plications. Courses delivered by the EDIH Ostrava focus on developing digital 

skills for companies.

In 2024, IT4Innovations held 39 educational events, attended by  886 par-
ticipants,whether in person or online.

Division of training courses by area 

As part of the EOSC-CZ Training Centre, whose nationwide educational activi-

ties are coordinated by IT4Innovations, 17 events were held.

In 2024, IT4Innovations continued its cooperation with partners from Slovakia 

and Poland on the Superheroes 4 Science project, which is supported by the 

Visegrad Fund. The partners prepared entertaining interactive educational 

materials – comics, a computer game, a board game – and the content of two 

interactive workshops that introduce pupils, students, and the general public 

to the basic principles of quantum computing and artifi cial intelligence. 

 

Training activities

16 HPC

3 AI

13 QC

3 HPDA

4 Digital skills development

Training events
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→ Project ID: LM2023054  

→ Principal Investigator: Doc. Vít Vondrák

→ e-INFRA CZ is a unique e-infrastructure for research, development, and in-

novation in the Czech Republic. It creates a communication, information, 

storage, and computing platform for research, development, and innova-

tion both nationally in the Czech Republic and internationally, and it pro-

vides an extensive and comprehensive portfolio of ICT services, without 

which modern research, development, and innovation cannot be conduct-

ed. The main components of e-INFRA CZ include: a high-performance most 

powerful and advanced supercomputing systems in the Czech Republic, 

and high-capacity data storage.

→ Project ID: CZ.02.01.01/00/22_004/0007682  

→ Principal Investigator: Dr Kateřina Slaninová

→ The European Open Science Cloud (EOSC) is a European initiative focused 

on developing infrastructure to support open science practices in research 

data management. It provides a framework for storing and making availa-

ble so-called FAIR research data – fi ndable, accessible, interoperable, and 

reusable. The EOSC-CZ project is the implementation of the EOSC initiative 

in the Czech Republic, aiming to create a national node of this European in-

itiative and to promote best practices in research data management across 

scientifi c communities. As part of the implementation of the National Data 

Infrastructure (NDI), a common platform will be created for sharing, man-

aging, and accessing data and computational resources for research pur-

poses. The NDI will support both scientifi c and multidisciplinary research 

activities and will cover a wide range of scientifi c fi elds and disciplines.

→ www.eosc.cz→ Project ID: CZ.02.01.01/00/23_016/0008329 

→ Principal Investigator: Doc. Vít Vondrák

→ The aim of the project is the modernisation and upgrade of the e-INFRA CZ 

e-infrastructure, which is a strategic infrastructure for research, develop-

ment, and innovation in the Czech Republic. The modernisation focuses on 

specifi c components — supercomputers and their facilities.

→ Project ID: CZ.02.01.01/00/23_014/0008787

→ Principal Investigator: Radovan Pasek

→ The National Repository Platform (NRP) will serve as a universal foundation 

for the effective handling of FAIR research data. The NRP comprises a se-

cure system of technical and software tools that will provide suffi cient ca-

pacity for storing data produced within state-supported projects and mak-

ing it accessible. On top of this foundation, a system of services, tools, and 

methodological procedures will be available for the creation and long-term 

management of repositories and data stewardship in accordance with FAIR 

principles.

Supercomputing Services Projects Research and Development Projects 

→ PROJECTS SUPPORTED BY THE MINISTRY OF EDUCATION, YOUTH AND SPORTS 
       OF THE CZECH REPUBLIC

→ PROJECTS SUPPORTED BY THE MINISTRY OF EDUCATION, YOUTH AND SPORTS 
       OF THE CZECH REPUBLIC

Projects of the Operational Programme Johannes Amos Comenius

Large Infrastructure for Research, Experimental Development and Innovation Project Projects of the Operational Programme Johannes Amos Comenius

e-Infrastructure CZ 
(2023–2026)

European Open 
Science Cloud Czech 
Republic (2023–2028)

e-INFRA CZ II 
Modernisation  
(2023–2026) National Repository 

Platform for Research 
Data (2024–2028)
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→ Project ID: LUASK22099  

→ Principal Investigator: Dr Dominik Legut

→ The project aims to explore and explain the role of the proximity and tem-

perature effects on spin-orbit torque in devices made of 2D materials 

forming van der Waals heterostructures. The experience and computation-

al procedures of both partners (VSB-TUO and Pavol Jozef Šafárik University 

in Košice) will be applied to determine the thermoelectric phenomena and 

the infl uence of interfaces for experimentally relevant 2D spin-orbit torque 

systems.

→ Project ID: 00734/2023/RRC  

→ Principal Investigator: Prof. Michal Otyepka

→ The project brings together the expertise of carbon dot synthesis special-

ists, who will focus on preparing dots with high quantum emission yields, 

particularly in the red and near-infrared, and on chiral carbon dots for 

sensing applications. These efforts will be supported by state-of-the-art 

materials characterisation techniques to determine carbon dots’ compo-

sition, structural properties, and electronic and ultrafast optical properties. 

This will be done in close collaboration with a theoretical computing group 

with expertise in complex structural models of a wide range of photolu-

minescent materials. This project serves as a means of transferring the 

know-how and bringing the expertise of Professor Andrey Rogach’s group 

to VSB–TUO by importing their skills in materials and their characterisation 

and by creating a close collaboration between the teams involved. 

Global Experts Programme

International cooperation in R&D&I

Infl uence of thermo-
electrical effects on 
spin-orbit torques 
in 2D van der Waals 
materials
(2022–2025)

Experimental and 
theoretical studies 
of near-infrared 
emitting chiral 
carbon dot lumi-
nophores project 
(2023–2026)

→ PROJECTS SUPPORTED BY THE CZECH SCIENCE FOUNDATION (GA CR) 

→ PROJECTS SUPPORTED BY THE MORAVIAN-SILESIAN REGION 

→ Project ID: 22-22322S  

→ Principal Investigator: Dr Dominik Legut

→ The project brings together experimentalists (Charles University) and theo-

rists (VSB-TUO) to collaborate intensively in a comprehensive investigation 

of a complex phase diagram of UTe2  and related compounds employing a 

yet unseen combination of experimental measurements and state-of-the-

art theoretical ab initio calculations of thermal expansion, magnetostric-

tion, heat capacity, magnetisation, elastic constants, and electrical trans-

port of unconventional superconductors under multi extreme conditions.

→ Project ID: 23-07228S 

→ Principal Investigator: Dr Dominik Legut

→ This project focuses on developing n-type and p-type semiconductors 

based on doped ScN and CrN for heat transfer applications. Theoretical re-

search based on state-of-the-art quantum mechanical density function-

al theory calculations will be performed to support and complement the 

experimental part. Finally, the fi rst development of p-n junctions for heat 

transfer will be carried out using the results obtained on the tested materi-

als.

Standard grant projects 

Unconventional 
superconductors 
under extreme 
conditions 
(2022–2024)

Novel thermoelec-
tric, thermovoltaic, 
and phonoelectric 
heat conversion 
systems based on 
nitrides semicon-
ductors (2023–2025)

→ Project ID: 22-35410K  

→ Principal Investigator: Dr Dominik Legut

→ The project aims to study and develop a quantitative theory of coercivity 

regarding the local atomic structure (grain boundary, grain size) and its in-

fl uence on the spatial variation of the intrinsic magnetic properties and mi-

crostructure. A unique scheme of simulation procedures will be developed 

between quantum mechanical calculations, atomic spin dynamics, and mi-

cromagnetic continuum simulations. Magnetic properties will, therefore, 

be newly taken into account on the atomic scale, i.e., with the inclusion of 

atomic interface defects and grain boundaries. This will avoid the use of 

former assumptions in the use of magnetic properties from solid phases. 

This will allow a multi-scale model to be built to determine the magnetic 

properties of real materials. 

International Grant Projects Evaluated on the LEAD Agency Principle

Magnetism at inter-
faces: from quantum 
to reality (2022–2025)

→ PROJECTS SUPPORTED BY THE TECHNOLOGY AGENCY OF THE CZECH REPUBLIC 

→ Project ID: TQ05000004

→ Principal Investigator: Dr Tomáš Brzobohatý

→ The project focuses on the production of composite parts using a new 

concept of a recyclable, highly durable composite mold. The technologies 

developed within the project will signifi cantly contribute to the Europe-

an Green Deal programme, as the main goal is to substantially reduce CO₂ 

emissions in the production of composite material products.

M-ERA.NET Programme

FutureMold – Flexible 
manufacturing ap-
proach for recyclable 
bio-based high per-
formance composite 
molds (2024–2026)

→ Project ID: 24-11388I

→ Principal Investigator: Dr Jakub Šebesta

→ The project focuses on extending spin-lattice dynamics simulations be-

yond cubic materials. The mentioned model represents a highly effi cient 

scheme for describing magnetoelastic behaviour, such as magnetostric-

tion and magnetoacoustic effects. The generalised model will provide the 

possibility to study and explain the magnetoelasticity of more complex 

compounds (alloys), paving the way towards materials with high applica-

tion potential.

Postdoc individual fellowship – incoming 

Magnetoelasticity 
of non-cubic mate-
rials in spin-lattice 
dynamic simulations 
(2024-2026)
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→ Project ID: FW10010202

→ Principal Investigator: Doc. Tomáš Blejchař 

→ The aim of the project is to develop a modernised range of vertical pumps 

with improved hydraulic parameters, designed using know-how in hy-

draulic design (software) and new manufacturing processes (3D printing 

– WAAM welding technology). The R&D activities of the project will be vali-

dated on a model pump. The project focuses on a comprehensive upgrade 

of vertical pumps in line with current market requirements.

→ Project ID: CZ.01.01.01/01/22_002/0000605

→ Principal Investigator: Doc. Kamil Postava  

→ The project is a continuation of a successful, more than 10-year coopera-

tion between the ZEBR s.r.o. company, Palacký University, and VSB-TUO in 

developing an instrument for spectral analysis of substances using Raman 

optical activity (ROA) detection.

→ Project ID: VK01030109  

→ Principal Investigator: Dr Pavel Praks  

→ The project brings together three research centres (CVOOZE, SIX, and IT4In-

novations) and creates an interdisciplinary Principal Investigator team 

with available expertise focused on examining the interconnections be-

tween individual critical infrastructures (control, data, and energy). The 

aim is to strengthen their resilience, robustness, and preparedness against 

potential risks, threats, or domino effects.

Operational Programme Technologies and Application for Competitiveness

Program TREND

Optimization of 
design and produc-
tion processes of 
vertical pumps using 
modern technolo-
gies (2024–2026)

Terahertz Raman 
spectrometers with 
enhanced appli-
cation capabilities 
(2023–2025)

Research on holistic 
model of inter-
connected critical 
electricity and 
communication 
infrastructures 
(2023–2025)

→ PROJECTS SUPPORTED BY THE MINISTRY OF INDUSTRY AND TRADE OF THE CZECH REPUBLIC  

→ PROJECT SUPPORTED BY THE MINISTRY OF THE INTERIOR OF THE CZECH REPUBLIC

→ Project ID: CZ.01.01.01/01/22_002/0000436

→ Principal Investigator: Dr Tomáš Martinovič

→ The aim of the project, supported by the Operational Programme Technol-

ogy and Application for Competitiveness, is to create a comprehensive ERP 

system for eye clinics, together with a mobile application called MojeOči 

designed for AI-based analysis of eye tests. The project benefi ciary is Apollo 

Data s.r.o.

→ Project ID: CZ.01.01.01/01/22_002/0001028

→ Principal Investigator: Dr Petr Strakoš

→ The project, carried out in collaboration with the Misterine company, will 

use artifi cial intelligence methods to automatically detect various struc-

tures in tissues, such as blood vessels, healthy tissue, tumours, etc. The 

reason is that currently available imaging methods, such as MRI or CT, only 

provide a basic visualisation of results, and it is up to the specialist to inter-

pret what they see based on black-and-white images. The project also aims 

to develop visualisation tools for presenting the results in virtual reality.

EyeERP – complex 
ERP system for eye 
clinics with mobile 
application MojeOči 
for performing and AI 
analysis of eye tests 
(2023–2026)

Advanced medical 
data visualization 
with AI support 
(2024–2026)

→ Project ID: CZ.10.03.01/00/22_003/0000048  

→ IT4Innovations Coordinator: Prof. Tomáš Kozubek  

→ Grant Provider: Ministry of the Environment (State Environmental Fund of 

the Czech Republic), Operational Programme Just Transition 2021–2027

→ The REFRESH project is a key tool for implementing the SMARAGD strate-

gy, which contributes to transforming the Moravian-Silesian Region (MSR) 

into a SMARt And Green District. The main objective of the REFRESH project 

is to create a robust innovation ecosystem in the MSR in four domains of 

specialisation: new energy, automation and robotics in manufacturing and 

transport, digitalisation, novel materials, and environmental technologies, 

including their socio-economic dimension. These domains are part of the 

MSR’s smart specialisation strategy.

→ Project ID: VK01020132 

→ Principal Investigator: Petr Berglowiec (Faculty of Safety Engineering, 

VSB-TUO) 

→ Grant Provider: Ministry of the Interior of the Czech Republic

→ The project deals with artifi cial intelligence for receiving emergency calls. 

It follows up the results of Research Project No. VI20192022169, and its ob-

jective is to integrate voice chatbot into the technologies for lines 112 and 

150 in the Czech Republic (TCTV 112) with a focus on the use of geolocation 

to refi ne speech recognition and dialogue, collaborative chatbot support-

ed by human operators in named-entity recognition, detection of topics 

enabling the transfer of a call to a human operator for issues outside of the 

chatbot’s competence, and language identifi cation.

→ Project ID: TK03020027

→ IT4Innovations Coordinator: Dr Pavel Praks 

→ Grant Provider: Technology Agency of the Czech Republic, THÉTA Pro-

gramme

→ The main aim of the project was to develop a modular, mobile, robust, and 

scalable technological solution for the effi cient conversion of alternative 

fuels, waste, and by-products (used as alternative raw materials) into usa-

ble chemicals and valuable forms of energy, their storage, and effi cient uti-

lisation. This was supported by state-of-the-art methods, BIM, and digital 

twin technologies, in line with the principles of the circular economy.

VSB-TUO Projects 

with IT4Innovations Participation

REFRESH – Research 
Excellence For REgion 
Sustainability and 
High-tech Industries 
(2022–2027)

Validation of inte-
grating artifi cial 
intelligence for receiv-
ing emergency calls 
using a voice chatbot, 
developed within the 
research project BV 
No. VI20192022169, 
with technology for
receiving emergency 
communications 112 
and 150 in the Czech 
(TCTV 112) (2023–2025)

Center of Energy 
and Environmental 
Technologies 
(2020–2024)
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VLQ quantum

computer
→ Project ID: TN02000025

→ IT4INnovations Coordinator: Dr Pavel Praks

→ Grant Provider: Technology Agency of the Czech Republic, National Centres 

of Competence Programme

→ The mission of the National Centre for Energy II is to stimulate long-term 

cooperation between leading research organisations and key market play-

ers in the energy sector. Through applied research and the development of 

new methods, materials, and technologies, it focuses on increasing the ef-

fi ciency, safety, and reliability of existing energy units, improving the relia-

bility and security of energy networks, effectively deploying and operating 

decentralised energy sources, and utilising alternative fuels to ensure raw 

material independence and energy self-suffi ciency for the Czech Republic. 

The goal is to create a comprehensive strategy for a modern, low-carbon, 

and sustainable energy sector, in line with strategic documents at both na-

tional and international levels.

National Centre 
for Energy II 
(2023–2028)

IT4I

→ Project ID: FW06010089 

→ Principal Investigator: Doc. Kamil Postava 

→ Grant Provider: Technology Agency of the Czech Republic, TREND Pro-

gramme

→ The project will increase the use of modern digital technologies in the prod-

uct offer of Optaglio a.s., thus increasing its competitiveness, especially in 

foreign markets. The aim is to prevent the possibility of counterfeiting of 

holographic security features by their individual connection with the digi-

tal database. This linking requires the development of new ways of writing 

a completely random and non-repeatable motif, its conversion into digital 

form using the image hashing function, fast reading of the motif, prefera-

bly using a standard mobile phone, and subsequent writing and compari-

son with the digital (de)centralised database.

Combination of 
Holographic and 
Digital Safety P
rotection (2023–2025)
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→ Project ID: 956137 (H2020-JTI-EuroHPC-2019-1, EuroHPC-IA)

→ Principal Investigator: Dr Jan Martinovič 

→ The project aimed to integrate and co-design best-in-class European 

open-source components together with proprietary IPs to maintain 

Europe’s worldwide leadership in Computer-Aided Drug Design (CADD) 

solutions, exploiting high-end supercomputers of that time and the exas-

cale supercomputers of the future, thus fostering European competitive-

ness in this fi eld. The proposed fully integrated LIGATE solution enabled 

the delivery of drug design campaign results with the highest speed and 

accuracy, as well as autotuning of the solution parameters to meet time 

and resource constraints. 

→ www.ligateproject.eu

→ Project ID: 957269 (H2020-ICT-2018-20 / H2020-ICT-2020-1) 

→ Principal Investigator: Dr Kateřina Slaninová 

→ The project developed a holistic approach for co-designing computation 

and communication in a high-tech and particularly secure system for 

High-Performance Data Analysis. This was achieved by simplifying the pro-

grammability of heterogeneous and distributed architectures through a 

data-driven design approach, using hardware-accelerated artifi cial intelli-

gence, and effi ciently monitoring execution with a unifi ed hardware-soft-

ware paradigm. The project validated its approach through three case 

studies: a weather-based prediction model, an air quality monitoring ap-

plication, and a traffi c modelling framework for smart cities.

→ www.everest-h2020.eu

Research and Development 

Projects

Projects of the 8th Framework Programme for Research 
and Innovation of the European Union – Horizon 2020

LIGATE – LIgand 
Generator and port-
able drug discovery 
platform AT Exascale 
(2021–2024)

EVEREST – dEsign 
enVironmEnt foR 
Extreme-Scale big 
data analyTics on 
heterogeneous plat-
forms (2020–2024)

→ Project ID: 955648 (H2020-JTI-EuroHPC-2019-1, EuroHPC-IA) 

→ Principal Investigator: Dr Jan Martinovič 

→ The project proposed and developed a High-Performance Computing 

(HPC), Big Data (BD), and Artifi cial Intelligence (AI) convergent platform, 

supporting applications in the aeronautics, climate and weather, and en-

ergy domains. To this end, the project leveraged the next generation of 

pre-exascale supercomputers, still ready for exascale systems, and effec-

tive mechanisms to easily describe and manage complex workfl ows in the 

three domains mentioned. The project combined traditional HPC tech-

niques with AI (specifi cally machine learning/deep learning) and BD ana-

lytic techniques to enhance the application test case outcomes.

→ www.acrossproject.eu

→ Project ID: 955811 (H2020-JTI-EuroHPC-2019-1, EuroHPC-RIA) 

→ Principal Investigator: Dr Jan Martinovič

→ The project aimed to provide a novel data management and storage plat-

form for exascale computing based on hierarchical storage management 

and on-demand provisioning of storage services. The platform effi ciently 

used storage tiers spanning NVMe and NVRAM at the top and tape-based 

technologies all the way down. Advanced I/O instrumentation and moni-

toring features were developed within the project, leveraging the latest AI 

and machine learning advancements to systematically analyse telemetry 

records and make smart decisions on data placement.

→ www.iosea-project.eu

→ Project ID: 101033975 (H2020-JTI-EuroHPC-2020-01,RIA) 

→ Principal Investigator: Doc. Lubomír Říha 

→ The project consortium aims to design, build, and validate the fi rst EU 

platform for High-Performance Computing (HPC), covering end-to-end 

the spectrum of required technologies with European assets, from the 

architecture, processor, system software, and development tools to ap-

plications. The EUPEX prototype will be designed to be open, scalable, and 

fl exible, including the modular OpenSequana-compliant platform and the 

corresponding HPC software ecosystem for the Modular Supercomputing 

Architecture. Scientifi cally, EUPEX is a vehicle to prepare HPC, AI, and Big 

Data processing communities for upcoming European Exascale systems 

and technologies.

→ www.eupex.eu

ACROSS – HPC big 
dAta artifi Cial intel-
ligence cross stack 
platfoRm tOwardS 
exaScale (2021–2024)

IO-SEA – IO Software 
for Exascale Architec-
ture (2021–2024)

EUPEX – European 
Pilot for Exascale 
(2022–2026)
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→ Project ID: 101057437 (HORIZON-INFRA-2021-TECH-01,RIA) 

→ Principal Investigator: Dr Tomáš Martinovič 

→ The project aimed to push the current boundaries of a predictive under-

standing of biodiversity dynamics by developing a Digital Twin that pro-

vided advanced modelling, simulation, and prediction capabilities. By ex-

ploiting existing technologies and data available across relevant research 

infrastructures in new ways, the project enabled the interaction between 

species and their environment to be modelled accurately. Thus, scientists 

used BioDT to better observe biodiversity changes, relate these changes to 

possible causes, and better predict the effects of these changes based on 

infl uences on these causes by either climate or human intervention. The 

consortium brought together a dynamic team of experts in biodiversity, 

High-Performance Computing, and Artifi cial Intelligence.

→ www.biodt.eu

→ Project ID: 101070014 (HORIZON-CL4-2021-HUMAN-01, RIA) 

→ Principal Investigator: Dr Jan Martinovič 

→ In the project, 14 renowned European research and supercomputing cen-

tres joined forces to develop an open European infrastructure for web 

search. This project will contribute to Europe’s digital sovereignty and pro-

mote an open search engine-based application market. Within three years, 

the researchers will develop the core of the European Open Web Index as 

a basis for a new Internet Search in Europe. In addition, the project will lay 

the foundation for an open and extensible European Open Web Search and 

Analysis Infrastructure based on Europe’s values, principles, legislation, 

and standards.

→ www.openwebsearch.eu

Projects of the 9th Framework Programme for Research and Innovation 
of the European Union – Horizon Europe

BioDT – Biodiversi-
ty Digital Twin for 
Advanced Modelling, 
Simulation and Pre-
diction Capabilities 
(2022–2025)

OpenWebSearch.
EU – Piloting a 
Cooperative Open 
Web Search Infra-
structure to Support 
Europe’s Digital 
Sovereignty 
(2022–2025)

→ Project ID: 101092944 (HORIZON-CL4-2022-DATA-01, RIA) 

→ Principal Investigator: Dr Jan Martinovič 

→ The project will build an Extreme Data platform connecting data storage 

facilities and supercomputers by introducing new methods for automated 

data management and effective data staging. The project’s core consists of 

four application cases in molecular dynamics, advanced driver assistance 

systems, smart agriculture/viticulture, and health and social big data. The 

project presents innovative solutions to complex everyday data-process-

ing problems using advanced data analytics, machine learning, and arti-

fi cial intelligence to simplify using supercomputing centres in the EU for 

applications dealing with extreme data.

→ www.exa4mind.eu

EXA4MIND – EXtreme 
Analytics for MINing 
Data spaces 
(2023–2025)

→ Project ID: 101093441 (HORIZON-EUROHPC-JU-2021-COE-01) 

→ Principal Investigator: Doc. Lubomír Říha 

→ In astrophysics and cosmology, High-Performance Computing-based nu-

merical simulations are key tools for scientifi c discovery. They represent 

essential tools for theoretical experiments capable of understanding phys-

ical processes behind the observed sky, for which the effective exploitation 

of exascale computing capabilities is necessary. These systems, howev-

er, have a complicated architecture that signifi cantly impacts simulation 

codes. The SPACE Centre of Excellence aims to re-engineer target codes 

to fully utilise new computer architectures and apply new programming 

methods, software solutions, and HPC libraries.

→ www.space-coe.eu

SPACE – Scalable Par-
allel and distributed 
Astrophysical Codes 
for Exascale 
(2023–2026)

→ Project ID: 101093374 (HORIZON-EUROHPC-JU-2021-COE-01) 

→ Principal Investigator: Doc. Lubomír Říha

→ Materials simulations have become one of the most intensive and 

fast-growing domains for high-performance computing worldwide, with a 

recognised European leadership in developing and innovating the ecosys-

tem of quantum simulation codes. The MaX project will target these fl ag-

ship codes to address the challenges, leverage the opportunities arising 

from future exascale and post-exascale architectures, and offer powerful 

paths to discovery and innovation serving scientifi c and industrial applica-

tions.

→ www.max-centre.eu

→ Project ID: 101112823 (HORIZON-MISS-2022-OCEAN-01, IA) 

→ Principal Investigator: Dr Tomáš Martinovič 

→ The project’s primary objective is to awaken sleeping biodiversity data, en-

abling a smooth integration of both existing and new data into the Europe-

an Digital Twin Ocean. The project will provide innovative and sustainable 

solutions for making previously unavailable or hard-to-access biodiversity 

data accessible. Additionally, it will focus on developing cost-effective and 

scalable technologies for monitoring species on a large scale. The project 

aims to improve the European biodiversity data environment by streamlin-

ing the fl ow of FAIR data from various sources into digital twin repositories, 

optimising and enhancing the functionality and societal value of the Digital 

Twin Ocean.

→ www.dto-biofl ow.eu

MaX – MAterials de-
sign at the eXascale 
(2023–2026)

DTO-BioFlow – Inte-
gration of biodiver-
sity monitoring data 
into the Digital Twin 
Ocean (2023–2027)
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→ Project ID: 101143931 (HORIZON-EUROHPC-JU-2023-COE-01) 

→ Principal Investigator: Doc. Lubomír Říha

→ The Centre of Excellence for Performance Optimisation and Productivity 

(POP CoE) was established in October 2015 with the primary goal of assist-

ing the broad community of HPC application developers and users in both 

scientifi c and industrial fi elds. Its aim is to help them understand perfor-

mance-related issues in their applications and thereby improve their effi -

ciency and productivity. The current project, entitled Performance Optimi-

sation and Productivity 3 (POP3), is divided into three main pillars: services, 

users, and code design. The services provided within the POP project focus 

primarily on performance assessments, aiming to evaluate code perfor-

mance and scalability, identify the main sources of ineffi ciency, and pro-

vide insights and recommendations on how to improve it.

→ www.pop-coe.eu

→ Project ID: 101137192 (HORIZON-HLTH-2023-DISEASE-03, RIA) 

→ Principal Investigator: Dr Jan Martinovič

→ The project aims to support the search for new broad-spectrum antiviral 

compounds by developing various methods. Based on an existing set of 

small bioactive molecules, AVITHRAPID seeks to develop preclinical candi-

dates targeting several viruses. This will be achieved by combining relevant 

expertise in preclinical drug discovery, including molecular modelling, bi-

ochemical and cellular assays, X-ray crystallography, medicinal chemistry, 

biophysical binding studies, ADMETox profi ling, in vitro and in vivo pharma-

cokinetics, as well as animal disease models.

→ www.avithrapid.eu

POP3 – Performance 
Optimisation and 
Productivity 3 
(2024–2026)

AVITHRAPID – Anti-
viral Therapeutics 
for Rapid Response 
Against Pandemic 
Infectious Diseases 
(2024–2028)

→ Project ID: 101136607 (HORIZON-WIDERA-2023-ACCESS-01-01-two-stage, 

CSA) 

→ Principal Investigator: Doc. Vít Vondrák 

→ The Center for Artifi cial Intelligence and Quantum Computing in System 

Brain Research (CLARA) is an interdisciplinary Centre of Excellence focused 

on a new generation of artifi cial intelligence/machine learning applications 

and quantum-oriented supercomputing tools that will push the bound-

aries of research into neurodegenerative diseases, especially Alzheimer’s 

disease. Within the project, a domain-specifi c platform for a hybrid com-

puting and data infrastructure will be developed, based on emerging com-

puting resources from the EuroHPC Joint Undertaking. This platform will 

signifi cantly contribute to the development of the European computing 

and data ecosystem in the fi eld of systematic brain research.

→ www.clara-center.eu

→ Project ID: 101131056 (HORIZON-INFRA-2023-EOSC-01, RIA) 

→ Principal Investigator: Doc. Vít Vondrák 

→ The mission of the project is to create a European network of trust-

ed research environments for sensitive data and to support Europe’s 

interoperability by establishing a common framework for federated data 

access and analysis. Within the project, four fl agship cases were selected, 

focusing on genomics, clinical studies, social sciences, and public-private 

partnerships. These serve to compare capabilities, provide input for the 

design of the framework, and demonstrate secure data analysis using 

federated workfl ows.

→ www.eosc-entrust.eu

CLARA – Center 
for Artifi cial Intel-
ligence and Quantum 
Computing in System 
Brain Research 
(2024–2030)

EOSC-ENTRUST: A 
European Network 
of TRUSTed research 
environments 
(2024–2027)

→ Project ID: 101160135 (HORIZON-WIDERA-2023-ACCESS-04)

→ Principal Investigator: Martin Duda 

→ The project is focused on supporting the EU’s strategic context regarding 

the creation of synergies at the operational and management levels and 

aims at so-called upstream synergies – the development of human re-

sources and internationalisation. In this way, particular attention will be 

given to smart specialisation strategies, which are essential tools for cre-

ating combined effects with the smart growth strategy instruments at the 

EU level (especially with the Horizon Europe programme). The TWIN SYN-

ERGIES project, which brings together 9 partners from 4 so-called Widening 

countries and 1 EU Member State, will, over its 24-month duration, develop 

and implement compatible, tailored, yet transferable activities for capacity 

building, internationalisation, human resource development, cooperation, 

valorisation, and technology deployment, with a focus on current develop-

ments related to the green and digital transition.

→ www.twinsynergies.net

TWIN SYNERGIES –
Empowering partici-
pation and acceler-
ating synergies in 
Widening countries 
with a focus on Green 
& Digital Transition 
(2024–2026)

→ Project ID: 101138305 (HORIZON-CL5-2023-D5-01-09)

→ Principal Investigator: Doc. Lubomír Říha 

→ Aviation transport is the second biggest source of greenhouse gas emis-

sions after road transport. One of the main levers to decrease CO₂ emis-

sions is to reduce the airframe structural weight. The growing amount of 

air traffi c means that many EU citizens are still exposed to high noise levels. 

FALCON’s ambition is to enhance the design capabilities of the European 

aircraft sector, focusing on fl uid-structure interaction (FSI) phenomena to 

improve the aerodynamic performances of aircraft. Specifi cally, FALCON 

aims to develop high-performance, predictive, and multi-disciplinary tools 

for FSI in aeronautics in order to reduce the aeroacoustics and aeroelastic 

instabilities using multi-fi delity optimisation. 

→ falconproject.eu 

FALCON – Foreseeing 
the next generation 
of Aircraft: hybrid 
approach using 
Lattice-Boltzmann, 
experiments and 
modelling to opti-
mize fl uid/struC-
ture interactiONs 
(2024–2027)
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→ Project ID: 101083551 (DIGITAL-2021-EDIH-01) 

→ Principal Investigator: Martin Duda 

→ The mission of the European Digital Innovation Hub Ostrava (EDIH Ostrava) 

is to support the deployment and use of advanced digital technologies 

in companies and society. The EDIH Ostrava offers its services under highly 

favourable subsidised conditions or free of charge. It was created by com-

bining the activities of IT4Innovations, the Faculty of Electrical Engineering 

and Computer Science, which are part of VSB-TUO, and the Moravian-Sile-

sian Innovation Centre Ostrava. 

→ www.edihostrava.cz

→ Project ID: 101091684 (DIGITAL-2021-QCI-01, DIGITAL Simple Grants) 

→ Principal Investigator: Doc. Vít Vondrák 

→ The project will enable the introduction of quantum communication in-

frastructure (QCI) in the Czech Republic. A training programme will be de-

signed and developed to prepare users and professionals from all sectors 

to use future quantum communication infrastructures. The infrastructure 

and expertise gained through the project will allow for testing advanced 

communication methods between public authorities and industrial users, 

testing operational requirements in terms of long distances and time, and 

testing QKD and network components. The highly demanding pilot testing 

will pave the way for the widespread deployment of QCI.

EDIH Ostrava 
– European Digital 
Innovation Hub 
Ostrava (2023–2025)

CZQCI – Czech 
National Quantum 
Communication 
Infrastructure 
(2023–2026)

Educational Projects

→ Project ID: 101101903 (DIGITAL-EUROHPC-JU-2022-NCC-01) 

→ Principal Investigator: Dr Tomáš Karásek 

→ The mission of EuroCC 2 is to continue establishing a network of National 

Competence Centres in the most effi cient way possible while continuing to 

promote an effi cient way to spread High-Performance Computing (HPC) in 

Europe. The main objective is to support the National Competence Centres 

in developing their individual operational frameworks, to develop further 

cooperation and exchange of good practice, and to accelerate the process 

of competence development at the national and European level. 

→ www.eurocc-access.eu

EUROCC 2 – National 
Competence Centres 
in the Framework 
of EuroHPC Phase 2 
(2023–2025)

Digital Europe Programme

Projects of the 8th Framework Programme for Research and Innovation of the European 
Union – Horizon 2020

International Visegrad Fund

→ Project ID: 101139786 (DIGITAL-EUROHPC-JU-2022-APPSUPPORT-01) 

→ Principal Investigator: Doc. Lubomír Říha

→ The aim of the EPICURE project is to operate an HPC application support 

service for European scientists and researchers using EuroHPC JU super-

computers. The application support teams provide services focused pri-

marily on application deployment, optimisation, and the correct execution 

of key applications, as well as on organising training events and workshops 

within major international HPC events. A unifi ed contact point will also be 

established, enabling HPC users to obtain information about the systems, 

their architecture, access mechanisms, and available support services.

→ https://epicure-hpc.eu/

EPICURE – High-level 
specialised applica-
tion support service 
in High-Perfor-
mance Computing 
(HPC) (2024–2028)

→ Project ID: 101051997 (H2020-JTI-EuroHPC-2020-03, CSA) 

→ Principal Investigator: Prof. Tomáš Kozubek 

→ The consortium of universities, research and supercomputing centres, in-

dustrial partners, and other cooperating institutions aims to launch Mas-

ter’s study programmes at eight European universities. This activity is part 

of the broader EuroHPC JU strategy, which supports the development of 

critical competencies and education and training in HPC to meet the needs 

of European science and industry.

→ eumaster4hpc.uni.lu

→ Project ID: 22320170 

→ Principal Investigator: Karina Pešatová 

→ The project aims to introduce the young generation to High-Performance 

Computing (HPC), a critical technology fi eld that uses supercomputers to 

solve complex problems and perform computationally intensive tasks. It 

also aims to create interactive educational materials on HPC and its two 

related emerging fi elds: Artifi cial Intelligence and Quantum Computing. 

→ superheroes4science.eu

EUMaster4HPC – 
European Master for 
High Performance 
Computing (2022–
2025)

Superheroes 
4 Science 
(2023–2025)
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LIST OF ABBREVIATIONS

AI

AIOPEN

ACROSS

BDVA

BioDT

CATRIN

CEET

CLARA

DICE

DOI

DTO-BioFLOW

EDIH Ostrava

e-INFRA CZ

EOSC

ESA

ETP4HPC

EUDAT CDI 

EUMaster4HPC 

EUPEX

EUROCC

EuroHPC JU 

EVEREST

  

EXA4MIND

FEM

FAIR data

Flop/s

FTE

GAČR

GPU  

 

H2020

HPC

HPCSE

HPDA

ICT

IF

IO-SEA

iRODS

LEXIS

LIGATE

LUMI

LUMI-Q

MaX

OP JAK

OP TAK

POP3

PRACE

PRACE-6IP

QC

QKD

SCALABLE

SCtrain

s-NEBULA

SPACE

TAČR

VI-HPS

VLQ

VŠB-TUO

WHPC 

 

Artifi cial Intelligence

European Space Agency project

HPC big dAta artifi Cial intelligence cross stack platfoRm tOwardS exaScale

Big Data Value Association

Biodiversity Digital Twin for Advanced Modelling, Simulation and Prediction 

Capabilities

Czech Advanced Technology and Research Institute

Centre for Energy and Environmental Technologies

Centre for AI and Quantum Computing in Systematic Brain Research

Data Infrastructure Capacity for EOSC

Digital Object Identifi er

Integration of biodiversity monitoring data into the Digital Twin Ocean

European Digital Innovation Hub Ostrava

e-Infrastructure for Research and Development in the Czech Republic

European Open Science Cloud

European Space Agency

European Technology Platform for High-Performance Computing

EUDAT Collaborative Data Infrastructure

European Master’s Programme focused on High-Performance Computing

EUropean Pilot for EXascale

National Competence Centres for HPC within the EuroHPC JU network

European High-Performance Computing Joint Undertaking

dEsign enVironmEnt foR Extreme-Scale big data analyTics on heterogeneous 

platforms

EXtreme Analytics for MINing Data spaces

Finite Element Method

Data managed in line with FAIR principles (Findable, Accessible, Interopera-

ble, Reusable)

Floating Point Operations per Second

Full-Time Equivalent

Czech Science Foundation

Graphics Processing Unit

Horizon 2020

High-Performance Computing

High Performance Computing in Science and Engineering conference

High-Performance Data Analytics

Information and Communication Technologies

Impact Factor (indicator refl ecting the quality of scientifi c publications)

IO Software for Exascale Architecture

Integrated Rule-Oriented Data System

Large-scale Execution for Industry & Society

LIgand Generator and portable drug discovery platform AT Exascale

Large Unifi ed Modern Infrastructure

Large Unifi ed Modern Infrastructure for Quantum Computing

MAterials design at the eXascale, European Centre of Excellence

Operational Programme Johannes Amos Comenius

Operational Programme Technology and Application for Competitiveness

Performance Optimisation and Productivity 3, European Centre of Excellence

Partnership for Advanced Computing in Europe

6IP – PRACE 6th Implementation Phase

Quantum Computing

Quantum Key Distribution

SCAlable LAttice Boltzmann Leaps to Exascale

Supercomputing Knowledge Partnership

Novel Spin-Based Building Blocks for Advanced TeraHertz Applications

Scalable Parallel Astrophysical Codes for Exascale, European Centre of Excellence

Technology Agency of the Czech Republic

Virtual Institute – High Productivity Supercomputing

Quantum computer procured under the LUMI-Q consortium, installed at IT4Inno-

vations

VSB – Technical University of Ostrava

Women in High Performance Computing

IT4I

IT4I
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